Math 312 Jerry L. Kazdan
ODE-Coupled

As a mapping, the matriA := is an orthogonal reflection across
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the line x; = X2. The eigenvector¥ have the property thadv = AV for
some constamk. On geometric grounds, under this reflection the points on
this line xy = x» are fixed whilethe points on the line = —x; are reflected.

In particular

w()-0) e ()= () ()

If we let Vq := G) andvp := <_i> , then Av; = V1 and Avp = Vb, soVp

and V, are eigenvectors of with corresponding eigenvalueg = 1 and
A2 = —1. These vectors form a basis&f that is particularly useful to use
for problems involving this matriyA.

To illustrate, we solve the differential equations

dX1_X

d e - ax _

%_X that is, dt_AX, (1)
a !

with initial conditions x1(0) = 4 and x2(0) = 0. In the aboveX(t) :=
(gg;) . These equations amupled since they both involve; (t) and
Xo(t).

METHOD 1 We use the eigenvectors Afas our new basis

X(t) = ug(t)Vp + up(t) Vo, (2)



where the coefficients;(t) andux(t) are to be found. Substitute this into
both sinde of equation (1). Since neithirnor Vo depend ornt we find:

dX(t)  dug(t) dup(t)
ot~ dt Tt
Also, since thev; are eigenvectors oA:
AX = U1 (t)AV1 + Uz (t) AV = Uy (t)V1 — ux(t)Vo.
Thus, from equation (1)

Because/; andVs are linearly independent, their coefficients must both be

Zero.
duy (t)

dt
dup(t _
e up(t).

Note these equations anacoupled — and are easy to solve:

Vo.

= u(t)
(3)

—

uy(t) = c1é and  up(t) =ce

wherec; andc, are any constants. Shortly they will be determined by the
initial conditions.

Substituting this into equation (2), we find that

1 (1 e -t
X(t) == c1€ <1> +coet (_1> = (giéi—gi‘t> :

Now we use the initial condition to find the constani{sansc;:

(o) =x0=(323)

Thereforec; = ¢, = 2 so the desired solution is
2¢ +2e7t
X(t) = <2et — 2e—t> ’
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that is,
x () =2d+2et,  x(t)=2¢ —2e".

METHOD 2 This is essentially identical, but here we explicitly introduce the
change of coordinateS from the standard basis to the new basis consisting
of the eigenvectors oA. We wantS tAS= D whereD is the diagonal
matrix consisting of the eigenvalues Af so

-3 2)-6 9

COMPUTATIONAL NOTE If S= a b andD = A O , then
c d 0 )\2

_(a by /A 0\ [Ma Ab
D= (c d) (o )\2) = <)\10 )\zd)
so thecolumns of S are multiplied by the\j’s (DS multiplies therows of S by theAj’s).
By general theory, theolumns S are the corresponding eigenvectorsfof

S= <1 _D

SinceA = SDS1, we substitute this into equation (1)
dx d(S %)

Z_AX=9DSIx  thatis, = DS %
dt dt
and are let to make the change of variable S~1X to find
dU1
it T
@ = D, that is, dt :
dt du
at ~ ?

These are exactly the equations (3) we found above. Thus

a0 = ().
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S0, just as before,

_ (1 1 cr e B cre + e
X(t) = S(t) = (1 —1) (cze—t> B <clé —cet)”
Again, we can use the initial condition to find the constanitandc,.

EXERCISE Say you have a sequence of vect®isXo,. . . with the property
thatX, 1 = AX, whereA is the above X 2 matrix, and say the initial vector

Xo = 2 . ComputeX, by using a basis consisting of the eigenvectors of

A X = axVh + by,

Since our mapA is just an orthogonal reflection, without any computation
(or mention of eigenvectors) the answer is obviously thtig even, then

Xk = Xo while if k is odd, thenX, = Xy is the reflected vector. The point

of this problem is that the identical computation works in the general case
whereA is anyn x n matrix that can be diagonalized.



