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# ABSTRACT CERTAIN SYSTEMS ARISING IN STOCHASTIC GRADIENT DESCENT 

Konstantinos Karatapanis

Robin Pemantle

Stochastic approximations is a rich branch of probability theory and has a wide range of application. Here we study stochastic approximations from the perspective of gradient descent. An important question is what is the asymptotic limit of a stochastic approximation. In that spirit we will provide a detailed description for the limiting behavior of certain one dimensional stochastic approximations.
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## Chapter 1

## Introduction

### 1.1 Introduction

Let $F: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}, d \geq 1$ be a vector field. For much of what follows, $F$ arises as the gradient of a potential function $V$, namely $V: \mathbb{R}^{d} \rightarrow \mathbb{R}$, and $F=-\nabla V$. Now, we define a system driven by

$$
\begin{equation*}
X_{n+1}=X_{n}+a_{n}\left(F\left(X_{n}\right)+\xi_{n+1}\right) . \tag{1.1.1}
\end{equation*}
$$

To elaborate on the parameters, let $\mathscr{F}_{n}$ be a filtration, then $a_{n}, \xi_{n}$ are adapted, and $\xi_{n}$ constitute martingale differences, i.e., $E\left(\xi_{n+1} \mid \mathscr{F}_{n}\right)=0$. The sequence $a_{n}$ can be deterministic or stochastic, and the sequence is assumed to be positive almost surely and is either converging to zero or staying constant, for a discussion on the different possibilities, see section 1.2. Also, when the dynamics of $F$ are
complicated, we usually require some additional assumptions on the the noise; one is a boundedness restraint in that we assume the existence of a constant $M$, such that $\left|\xi_{n}\right| \leq M$ a.s.; and secondly, we want $\xi_{n}$ to be quasi-isotropic (see [DKLH18]), i.e., $\mathbb{P}\left(\left(\theta \cdot \xi_{n}\right)^{+}>\delta\right)>\delta$ for any unit direction $\theta \in \mathbb{R}^{d}$. This condition makes sure that the process gets jiggled in every direction. However, in many instances more relaxed conditions on $\xi_{n}$ are enough. This versatile system is well-studied, and it arises naturally in many different areas. In machine learning and statistics, (1.1.1) can be a powerful tool used for quick optimization and statistical inference (see $\left[\mathrm{AAZB}^{+} 17\right]$, [LLKC18], [CdITTZ16]), among other uses. Furthermore, many urn models are represented by (1.1.1). These processes play a central role in probability theory due to their wide applicability in physics, biology and social sciences; for a comprehensive exposition on the subject see [Pem07].

Processes satisfying (1.1.1), when $a_{n}$ goes to zero, are known as stochastic approximations, first introduced in [RM51]. These processes have been extensively studied since [KY03]. An important feature is that the step size $a_{n}$ satisfies

$$
\sum_{n \geq 1} a_{n}=\infty \text { and } \sum_{n \geq 1} a_{n}^{2}<\infty
$$

This property balances the effects of the noise in the system, so that there is an implicit averaging that eventually, eliminates the effects of the noise. The previously described system hence behaves similarly to the mean flow: the ODE whose right-hand side corresponds to the expectation of the driving term $\left(F\left(X_{t}\right)\right)$.

The previous heuristic can help us identify the support $S$ of the limiting process $X_{\infty}:=\lim _{n \rightarrow \infty} X_{n}$ in terms of the topological properties of the dynamical system $\frac{\mathrm{d} X_{t}}{\mathrm{~d} t}=F\left(X_{t}\right)$ (see [KY03] chapter 5). More specifically, in most instances, one can argue that attractors are in $S$, whereas repellers or "strict" saddle points are not (see [KY03] chapter 5.8). However, there has not been a systematic approach finding when a degenerate saddle point, i.e., a point that is neither an attractor nor a repeller, belongs in $S$.

Stochastic approximations arise naturally in many different contexts. Some early results were published by [Rup88] and [PJ92]. There, they dealt with averaged stochastic gradient descent (ASGD) arising from a strongly convex potential $V$ with step size $n^{-\gamma}, \gamma \in(1 / 2,1]$. In their work they proved that one can build, with proper scaling, consistent estimators $\tilde{x}_{n}$ (for the $\arg \min (V)$ ) whose limiting distribution is Gaussian. In learning problems, a modified version of ASGD [RSS12] provides convergence rates to global minima of order $n^{-1}$. Additionally, many classical urn processes can be described via (1.1.1), where $a_{n}$ is of the order of $n^{-1}$. Focused effort is being placed in understanding the support of the limiting process $X_{\infty}$. In specific instances, the underlying problem boils down to understanding an SGD problem: characterizing the support of $X_{\infty}$ in terms of the set of critical points of the corresponding potential $V$. For a comprehensive exposition on urn processes, see [Pem07].

### 1.2 Step sizes

In the literature of stochastic approximations, there is are ample choices for the behavior of the step sizes depending on the application at hand. Also, in different contexts, the sequence $a_{n}$ as in recursion (1.1.1) can appear with different names. For example it is known as learning rate (machine learning), smoothing constant (forecasting) or gain (signal processing).

1. In [EDM04] they study the rate of convergence for polynomial step sizes, i.e., $a_{n}=n^{-\gamma}$ where $\gamma \in(1 / 2,1)$ in the context of Q-learning for Markov decision processes, and they experimentally demonstrate that for $\gamma$, approximately $\frac{17}{20}$ the rate of convergence is optimal.
2. Kesten algorithm [Kes58] introduced a stochastic approximation process in hopes of accelerating the convergence of the Robbins-Monro algorithm [RM51]. The idea here is: when we are confident that the process is close to the value $\theta$ we wish to estimate, we decrease the step size in order to stabilize the convergence. And whenever we suspect we are far away from $\theta$, we keep the step size large in order to allow faster exploration. In order to determine when it is warranted to decrease the step size, they followed the heuristic that when the process is close to $\theta$ then the sign of $X_{n}-X_{n-1}$ should fluctuate more intensely, as the process will keep overshooting. More formally, suppose that we have a sequence $a_{n} \geq 0$ such that $\sum_{n=1} a_{n}=\infty$ and $\sum_{n=1} a_{n}^{2}<\infty$. Then
we define a stochastic approximation whose step size is $b_{1}=a_{1}, b_{2}=a_{2}$ and $b_{n}=a_{k_{n}}$

$$
k_{n+1}=\left\{\begin{array}{cc}
k_{n} & \text { if }\left(X_{n}-X_{n-1}\right)\left(X_{n-1}-X_{n-2}\right)>0 \\
k_{n}+1 & \text { if }\left(X_{n}-X_{n-1}\right)\left(X_{n-1}-X_{n-2}\right) \leq 0
\end{array}\right.
$$

3. In Gaivoronski [EW88], we see another variation of the Robbins-Monro algorithm where the step size is decreasing when $\frac{\left|X_{n}-X_{n-k}\right|}{\sum_{i=n-k}^{n-1}\left|X_{i+1}-X_{i}\right|} \leq \tilde{\gamma}$ for some threshold value $\tilde{\gamma}$, and otherwise it stays the same. The intuition on why this works is that the quantity $\frac{\left|X_{n}-X_{n-k}\right|}{\sum_{i=n-k}^{n-1}\left|X_{i+1}-X_{i}\right|} \leq \tilde{\gamma}$ is small when the iterates are fluctuating, and this is likely to happen when you are in the proximity of the minimum. Conversely, when the quantity $\frac{\left|X_{n}-X_{n-k}\right|}{\sum_{i=n-k}^{n-1}\left|X_{i+1}-X_{i}\right|}$ is big, the process is likely to be far away from the minimum.
4. In [SR96], they study the adaptive behavior of a lizard. In this model, the lizard wants to maximize the reward per unit of time in the long run. The lizard is at its home, unless it is hunting, and at some random time $\tau_{n}$ an ant appears whose weight is $w_{n}$. If the lizard is at home and an ant appears, it decides whether to go after the ant or not. If the lizard goes after the ant, it will catch it with some probability and it will take the lizard $r_{n}$ to return to its home, regardless of whether he has successfully captured its prey or not. More formally, the lizard decides, based on past observations, to chase after the ant having in mind to maximize $T_{n} / W_{n}$ the ratio of the total time it has
taken him to successfully have caught ants whose total weight amounts to $W_{n}$. This problem can be formulated as a stochastic approximation, whose step size is $W_{n}^{-1}$. The purpose of this research is to compare whether the strategy utilized by the lizard in this learning problem, will match the strategy that would arise via different optimization techniques; for example via the "return for effort" principle.
5. In [PJ92] and [Rup19] the step sizes are of polynomial order $a_{n}=n^{-\gamma}$. Here, they focus on studying an average of the iterates $S_{n}=\frac{\sum_{i=1}^{n} X_{i}}{a_{n}}$ properly scaled so that $S_{n}$ converges in distribution to a normal. The optimal choice for $\gamma$ is shown be less than 1, indicating that if you allow more fluctuations then by averaging you obtain a better estimate for the true value of the parameter. The point estimation for Robbins-Monro can be shown to be optimal for step size $a_{n}=\frac{1}{n}$ in terms of minimizing the square mean error at comparable rates to the averaging scheme. Even though we do not improve the performance in the long run, the averaging scheme is preferable since the larger step sizes increase robustness because in the early stages it is favorable to increase the rate of exploration.

### 1.3 Stochastic gradient descent

In machine learning, processes satisfying (1.1.1) appear in stochastic gradient descent (SGD). First, to provide context, let us briefly introduce the gradient descent method (GD) and then see why SGD arises naturally from it. The GD is an optimization technique which finds local minima for a potential function $V$ via the iteration

$$
\begin{equation*}
x_{n+1}-x_{n}=-\eta_{n} \nabla V\left(x_{n}\right), \tag{1.3.1}
\end{equation*}
$$

where in many applications we take $\eta_{n}$ to be a positive and constant. Notice that (1.3.1) is a specialization of (1.1.1), when $F=-\nabla V, \xi_{n+1} \equiv 0$ and $a_{n}=\eta_{n}$. The previous method when applied to non-convex functions has the shortcoming that it may get stuck near saddle points, i.e., points where the gradient vanishes, that are neither local minima nor local maxima, or locate local minima instead of global ones. The former issue can be resolved by adding noise into the system, which, consequently, helps in pushing the particle downhill and eventually escaping saddle points (see [Pem90] and [KY03] chapter 5.8). For the latter, in general, avoiding local minima is a difficult problem ([GM91] and [RRT17]), however, fortunately, in many instances finding local minima is satisfactory. Recently, there have been several problems of interest where this is indeed the case, either because all local minima are global minima ([GHJY15] and [SQW17]), or because in other cases local minima provide equally good results as global minima $\left[\mathrm{CHM}^{+} 15\right]$. Furthermore, in
certain applications saddle points lead to highly sub-optimal results ([JJKN15] and [SL16]), which highlights the importance of escaping saddle points.

An important variant of GD/SGD is the momentum GD/SGD, firstly introduced by Polyak in [Pol64]. This algorithm diminishes the effects of the gradient in directions where the iterates are fluctuating, and it increases the movement along stable directions by accumulating momentum. In the literature the momentum algorithm appears in two popular formats,

$$
\begin{aligned}
& v_{t}=b v_{t-1}+\eta \nabla V\left(x_{t}\right) \\
& x_{t}=x_{t-1}-v_{t-1}
\end{aligned}
$$

and

$$
\begin{aligned}
& v_{t}=b v_{t-1}+(1-\beta) \nabla V\left(x_{t}\right) \\
& x_{t}=x_{t-1}-\eta v_{t-1}
\end{aligned}
$$

The parameter $\beta \in(0,1)$, plays an important role in the performance. In practice, usually $\beta$ is chosen around 0.9 , but there is no fast and hard rule. SGD has difficulty navigating along ravines, and in such instances adding momentum can significantly improve performance.

A small variation of the previous algorithm, but which significantly improves performance is the accelerated gradient descent, or the look-ahead momentum gra-
dient descent [NES83].

$$
\begin{aligned}
& v_{t}=b v_{t-1}+\eta \nabla V\left(x_{t}-b v_{t-1}\right) \\
& x_{t}=x_{t-1}-v_{t-1}
\end{aligned}
$$

Here, in order to make the transition from $x_{t-1}$ to $x_{t}$, we incorporate into the gradient the quantity $-b v_{t-1}$ which is a good predictor on where the $x_{t-1}$ will land, hence further improving the performance and giving a convergence rate of $\mathrm{O}\left(1 / t^{2}\right)$ after $t$ iterations.

One shortcoming of the momentum algorithms already described is that we have to guess the value of the parameter $b$ as the these algorithms do not have a way to auto-tune. Some variations of SGD that try to ameliorate this are Adagard [DHS11], and Adadelta [DZ12]. For an overview for SGD algorithms with a neural network perspective, see [Rud16].

### 1.4 Stochastic approximations

### 1.4.1 Historic development

In 1951, R. Monro gave birth to stochastic approximation with his work [RM51]. Time proved that his ideas were very fruitful, and since then the theory has flourished. Suppose we perform an experiment at level $x_{n} \in[0,1]$ giving rise to a random
variable $\xi\left(\omega, x_{n}\right)$, whose distribution is unknown depending on $x_{n}$, measuring the response of the experiment. Here, $E\left(\xi\left(\omega, x_{n}\right)\right)$ is again unknown, however we know it is increasing in its second coordinate. We wish to find the level $\tilde{x}$ such that $E(\xi(\omega, \tilde{x}))=a$, where $a$ is a given constant. This should be done by establishing a recursive rule on how, given the past observations, we can determine the next level $x_{n+1}$ for the experiment so that $x_{n} \rightarrow \theta$ in some sense. This can be accomplished by the recursion $x_{n+1}-x_{n}=\frac{1}{n}\left(a-\xi\left(\omega, x_{n}\right)\right)$. To make the connection to (1.1.1), $a_{n}=\frac{1}{n}, F\left(x_{n}\right)=a-E\left(\xi\left(\omega, x_{n}\right)\right)$ and $\xi_{n+1}=E\left(\xi\left(\omega, x_{n}\right)\right)-\xi\left(\omega, x_{n}\right)$. One of the main theorems is that when $E(\xi(\omega, x))$ is differentiable such that $\frac{\partial E(\xi(\omega, \tilde{x}))}{\partial x}>0$ then $x_{n} \rightarrow \theta$ in probability. The step size factor $\frac{1}{n}$ is chosen appropriately, so that there is an implicit averaging that eliminates the effects of the noise, eventually. The previously described system hence behaves similarly to the ODE whose righthand side corresponds to the expectation of the driving term in the sense that their limiting points coincide.

Later Kiefer [KW52], in a short paper, relaxed the conditions on $M(x)=$ $E(\xi(\omega, x))$. In the following years Julius R. Blum first established that the convergence in the R. Monro model is almost surely, and then later on he proved the multidimensional analogue [RB54].

In an effort to improve the rate of convergence, in the multidimensional setting, and make it more applicable in the field of statistics in [PJ92] they consider an average of the iterates, i.e., $S_{n}=\sum_{i=1}^{n} x_{i}$. Then they show that if $S_{n}$ is averaged
properly then, it converges in distribution to a normal random variable. In that way it is possible to perform statistical testing like confidence intervals or hypothesis testing. Next, we provide a motivating example:

Example 1. In paper [HLS80], they consider a random variable $X_{n}$ taking values in $(0,1)$, which we interpret as counting the percentage of the red balls out of $n$ balls in accordance to Polya's urn model. Recursively define $X_{n+1}$ to be $\frac{n X_{n}+1}{n+1}$ with probability $f\left(X_{n}\right)$, and $X_{n+1}=\frac{n X_{n}}{n+1}$ with probability $1-f\left(X_{n}\right)$. The main result of [HLS80] is that $X_{n}$ converges to a random variable $X$, whose range is a subset of $C=\{p \mid f(p)=p\} ;$ moreover for all points $p$ such that $f^{\prime}(p)<1$ or $\left(f^{\prime}(p)>1\right)$, we have $\mathbb{P}(X=p)>0(\mathbb{P}(X=p)=0)$.

This process fits the general form (1.1.1). Indeed, we may rewrite $X_{n}$ in the following form $X_{n+1}-X_{n}=A_{n}+Y_{n}$ where $Y_{n}$ is the martingale

$$
Y_{n}=\left\{\begin{array}{ll}
\frac{1-f\left(X_{n}\right)}{n+1}, & \text { with probability } f\left(X_{n}\right) \\
\frac{-f\left(X_{n}\right)}{n+1}, & \text { with probability } 1-f\left(X_{n}\right)
\end{array} \quad, \text { and } A_{n}=\frac{f\left(X_{n}\right)-X_{n}}{n+1} .\right.
$$

Define $g_{n}=\left\{\begin{array}{cc}1-f\left(X_{n}\right), & \text { with probability } f\left(X_{n}\right) \\ -f\left(X_{n}\right), & \text { with probability } 1-f\left(X_{n}\right)\end{array}\right.$.
Then, the SDE becomes $X_{n+1}-X_{n}=\frac{f\left(X_{n}\right)-X_{n}}{n+1}+\frac{g_{n}}{n+1}=\frac{f\left(X_{n}\right)-X_{n}}{n+1}+\frac{\Theta(1)}{n+1}$, when $f\left(X_{n}\right)$ is bounded away from $\{0,1\}$. We have already mentioned that $X_{n}$ can only converge to points $p$, such that $f(p)=p, f^{\prime}(p)<1$. The idea is that the
condition $f^{\prime}(p)<1$ implies that $f\left(X_{n}\right)-X_{n}$ is positive when $X_{n} \in(p-\delta, p)$ and negative when $X_{n} \in(p, p+\delta)$. Therefore, $A_{n}$ pushes $X_{n}$ towards $p$, when $X_{n}$ lies in a neighborhood of $p$, and since $\left|X_{n+1}-X_{n}\right|=O(1 / n)$, the process $\left(X_{n}\right)_{n \geq 0}$ may eventually get trapped in the neighborhood. Consequentially, as $p$ is the sole point in the neighborhood that belongs in $C$, the convergence follows.

### 1.4.2 Convergence in one dimension

After the result of [HLS80], in recent years, the corresponding proofs have been increasingly simplified using martingale techniques. Now, we offer a summary of some of the most fundamental results taking place in the one dimensional setting. Most of what follows is covered in [Pem07]. We define the following recursion,

$$
\begin{equation*}
X_{n+1}-X_{n}=a_{n} F\left(X_{n}\right)+a_{n} \xi_{n+1}+a_{n} R_{n} \tag{1.4.1}
\end{equation*}
$$

where $\xi_{i}$ are martingale differences and $R_{n}$ is a predictable process, that represents some approximation error or bias, depending on the context. The step sizes $a_{n}$ are positive and satisfy $\sum_{n=1}^{\infty} a_{n}=\infty$ and $\sum_{n=1}^{\infty} a_{n}^{2}<\infty$, the accumulated error is summable, i.e., $\tilde{R}_{n}=\sum_{n=1}^{\infty} a_{n}\left|R_{n}\right|<\infty$. We will borrow some constraints appearing in Urn processes and henceforth assume $X_{n} \in[0,1]$ and $F \in[0,1]$. The interval $(0,1)$ and the previous constrains, altogether, are chosen for illustrative purposes. Next, we will see that the support of the limiting process is supported on the zero set of $F$,i.e., $X_{\infty}:=\lim _{n \rightarrow \infty} X_{n} \in\{p \mid F(p)=0\}$.

Theorem 1.1. Suppose that $X_{n}$ solve (1.4.1). Also, $E\left(\xi_{n+1}^{2} \mid \mathcal{F}_{n}\right) \leq M$, for some positive constant $M$. If $F>\delta$ or $F<-\delta$ on $[a, b] \subset(0,1)$, then for any closed interval $I \subset[a, b]$ we have $\mathbb{P}\left(X_{\infty} \in I\right)=0$.

To see why this is true, assume that $X_{n}$ eventually stays inside $I$, then because $\sum_{n=1}^{\infty} a_{n}=\infty$ the iterates $X_{n}$, would have to travel along a path of infinite length, which contradicts the fact that there is a finite amount of noise in the system.

A direct corollary of the previous result is that $X_{\infty} \in\{p \mid F(p)=0\}$, when $F$ is continuous, as the sets $\left\{F>\frac{1}{n}\right\}$ can be written as a countable union of open sets.

Corollary 1.2. Suppose that $X_{n}$ solve (1.4.1). Also, $E\left(\xi_{n+1}^{2} \mid \mathcal{F}_{n}\right) \leq M$, for some positive constant $M$. If $F$ is a continuous function then $X_{\infty} \subset\{p \mid F(p)=0\}$.

The next two results provide a more detailed description for the support of $X_{\infty}$ as a subset of $\{p \mid F(p)=0\}$.

Theorem 1.3. Suppose that $X_{n}$ solve (1.4.1). Let $p \in(0,1)$, and assume that $F<0$ on $(p-\epsilon, p), F>0$ on $(p, p+\epsilon]$ and $F(p)=0$. If $X_{n}$ visits $(p-\epsilon, p+\epsilon)$ infinitely often then $\mathbb{P}\left(X_{\infty}=0\right)>0$.

Lastly, we provide a non-convergence theorem,

Theorem 1.4. Suppose that $X_{n}$ solve (1.4.1). Let $p \in(0,1)$, and assume that $F=\operatorname{sign}(x-p)$ on $(p-\epsilon, p+\epsilon)$ then $\mathbb{P}\left(X_{\infty}=p\right)=0$.

We interpret the previous results in the context of SGD. In that setting corollary 1.2 says that $X_{\infty}$ is supported on the stationary points of the corresponding
potential function $V$ such that $V^{\prime}=F$. Theorem 1.3 says that a local minimum for $V$, when visited infinitely often, is a point where SGD may convergent to. And finally, Theorem 1.4 argues that a local maximum is always avoided.

### 1.4.3 Convergence in multiple dimensions

Here, we will discuss the ODE-method for a more detailed exposition, see [KY03], which is used to establish convergence results for stochastic approximations. This method links the asymptotic behavior of the discrete process to the autonomous continuous dynamical system. It can be shown that there is a sequence of continuous approximation of the tail of the discrete process, that converges to the continuous dynamical system. Subsequently, under certain conditions imposed on the discrete process, our knowledge about the asymptotic behavior of the deterministic continuous model transfers to the corresponding discrete stochastic approximation. All this will be made more precise after we have laid out the necessary apparatus. The main results, in this section, will be a convergence and a non-convergence result Theorem 1.7, and [Pem90] respectively. We will provide a sketch for the Theorem 1.7 and the rest of the results will be quoted.

The main analytic concept for this method is equicontinuity. We give the definition

Definition 1.5. Let $f_{n}: \mathbb{R} \rightarrow \mathbb{R}$ be a family of measurable functions. Then $\left\{f_{n}\right\}$ is called equicontinuous in the extended sense if $\sup \left|f_{n}(0)\right|$ is bounded and for all
$\delta>0$

$$
\limsup _{n \rightarrow \infty} \sup _{0 \leq|s-t|<\delta}\left|f_{n}(t)-f_{n}(s)\right|=0
$$

So, we have the following version of Arzela-Ascoli theorem.

Theorem 1.6. Let $f_{n}: \mathbb{R} \rightarrow \mathbb{R}$ be a family of measurable functions. Then, there is a subsequence $f_{k_{n}}$ such that $f_{k_{n}}$ converges uniformly on a continuous function.

Next, we will see an application of the following theorem to a deterministic model, which can serve as a template for establishing our main convergence result.

Example 2. Suppose that $x^{\prime}(t)=F(x(t))$ for a continuously differentiable function $F$. Define $x^{n}(t)=\sum_{m=0}^{\infty} 1_{\left[\frac{m}{n} \leq t<\frac{m+1}{n}\right]} x\left(\frac{m}{n}\right)$. Then we can see that $\left\{x^{n}\right\}$ is an equicontinuous family of functions, that satisfy $x^{n}(t)=\int_{0}^{t} F\left(x^{n}(u)\right) d u+\rho^{n}(t)$. It is easy to see that $\rho^{n}(t) \rightarrow 0$ uniformly. Therefore, the limiting object for $x^{n}(t)$ satisfies $x^{\prime}(t)=F(x(t))$.

We define the associated continuous process for the stochastic approximations solving equation (1.1.1). Define $t_{n}=\sum_{i=1}^{n-1} a_{i}$ for $n \geq 1$. Set

$$
X^{1}(t)=\left\{\begin{array}{cc}
X_{1} & \text { for } t \leq 0 \\
X_{n} & \text { when } t_{n} \leq t<t_{n+1}
\end{array}\right.
$$

and for $n>1$ define $X^{n}(t)=X^{1}\left(t_{n}+t\right)$. Now that we have set up the necessary terminology, we can state a general convergence theorem for processes that satisfy

Theorem 1.7. Suppose that $X_{n}$ solve (1.1.1). Furthermore, assume that $\left|X_{n}\right|$ is almost surely bounded. Then there is a null set $N$ such that for all $\omega \notin N$, the sequence $X^{n}$ is equicontinuous and the limits $x_{t}^{\prime}$ of convergent subsequences of $X^{n}$ are trajectories of $x_{t}^{\prime}=F\left(x_{t}\right)$ in some bounded invariant set and $X_{n}$ converges to this invariant set. Furthermore, if $F$ admits a potential functions $-\nabla V$, then $X_{n}$ converges to a stationary component of $V$.

The sketch of the proof consists of two main steps, the first step is to establish that the shifted interpolated process converges to the deterministic one. After establishing that one can argue that if the interpolated process did not behave as expected it would contradict the fact that its limit satisfies the stationary ODE.

For the first part one can argue that the tail of the martingale sequence is going to zero, using the Markov inequality. For the second part we characterize the limit points as follows. Because the of boundedness assumption and the fact that the iterates are bounded there must be a point inside the locally stable neighborhood $S$ where the iterates are converging to. The deterministic system remains inside $S$, therefore the iterates eventually must stay in $S$, as well. Since $X^{n}(0)=X^{1}\left(t_{n}\right)$ is convergent, the iterates must converge to the limit set of $S$. When $F$ arises from a potential function the limit sets are the stationary points. Furthermore the iterates must converge to a unique component since otherwise, as the difference of successive iterates is going to zero, there would exist a point, outside of the stationary component, where the iterates converged to.

In the previous theorem an important assumption was that the iterates were bounded. When the iterates are not constrained in a bounded domain the analysis is more complicated. In this case the trajectories can possibly be unbounded, and stability techniques, a prominent one is establishing the existence of a Liapunov function, (see [KY03] chapter 5.4) is one of the main ways forward. These methods can be used to establish that the iterates return to a bounded trajectory infinitely often, in which case asymptotic analysis techniques similar to Theorem 1.7 can be utilized.

The main ingredient for the proof of Theorem 1.7 was that the family of the interpolated process was equicontinuous. In, principle, one can demand minimal conditions for the step sizes and the stochastic approximation algorithm so that this property is met. An effort to do that can be seen in [KY03] chapter 5.4, producing results under weaker conditions. Furthermore, in a certain classes of problems the conditions specified there can be seen not only being necessary, but also sufficient.

We have established that the limit of a stochastic approximation is supported on distinct stationary components. An important next step for the development of the theory is the investigate which stationary points are limiting. Generally it is hard to establish whether a saddle point is in the support of $X_{\infty}$, as the underlying dynamics can lead to very complicated saddle point structures. However, a very important result [Pem91], shows that when the linearization of $F(\cdot)$ as in (1.1.1),
at a point $p$, has a positive eigenvalue value then $p$ will never be in the support of $X_{\infty}$.

### 1.4.4 Motivating example

Here we will revisit Example 1, and the follow up paper of Pemantle [Pem91] which provides a more detailed description for the support of $X_{\infty}$. The analysis developed in section 1.4.1 establishes that the support of the limiting process is exactly the set of fixed points of $f$ (critical points of the corresponding potential). More precisely, the iterates $X_{n}$ will avoid local maxima with probability 1, and $X_{n}$ will converge to a local minimum with some positive probability. However, at that point in history, it was unknown whether $X_{n}$ can converge to saddle points. Later Pemantle, with his work [Pem91], settled this; giving explicit conditions, and surprisingly depending on the local behavior of $f$, the process may or may not converge there. Next, we will define a quantity which we will need in the next paragraph. Let $Z_{n, m}=\sum_{i=n}^{m-1} Y_{i}$, so $E\left(Z_{n, m}^{2}\right) \leq \sum_{i \geq n} \frac{1}{(i+1)^{2}} \sim \frac{1}{n}$. The last equation, after taking $m \rightarrow \infty$, is called the remaining variance for the process $X_{n}$, and it measures how much $X_{n}$ can potentially deviate from the "mean flow" by the influence of future noise.

We will give the high level intuition, in qualitative terms, utilizing objects already described, namely the mean flow and the remaining variance. It is clear that
the occurrence of convergence or non convergence to a point $p$, depends on the behavior of the process $X_{n}$ when lying in the stable trajectory. Now, for simplicity, we assume the stable trajectory lies in a left neighborhood of $p$ namely $(p-\delta, p)$, and recalling that $p$ is a saddle point $(p, p+\delta)$ realizes the unstable trajectory. Consequently, assume $X_{n}$ is moving towards $p$. The notion of the expected rate of convergence $\mathfrak{o}_{1}(n):=\left(X_{n}-p\right)$ can be explicitly computed via solving the mean flow differential equation. To continue further, as promised, we need to introduce $\mathfrak{o}_{2}(n)=\sqrt{E\left(Z_{n, \infty}^{2}\right)}$ the order of the square root of the remaining variance. When $\mathfrak{o}_{1}(n)=o\left(\mathfrak{o}_{2}(n)\right)$, in every instance where $X_{n}$ behaves as expected, with h.p. $X_{n}$ will be pushed, by the remaining noise, to the unstable trajectory i.e. $X_{n+k} \in(p, p+\delta)$ for some $k>0$. Whenever this happens $X_{n+k}$ may fail to return to $(p-\delta, p)$ with some positive fixed probability. Finally, by Borel-Cantelli the process will not converge to $p$ with probability 1 . Similarly, we can argue that when $\mathfrak{o}_{2}(n)=o\left(\mathfrak{o}_{1}(n)\right)$, $X_{n}$ will converge to $p$ with some positive probability. To elaborate, the probability that $X_{n}$ will escape the stable trajectory is decaying rapidly whence by BorelCantelli, in the event that $X_{n}$ behaves as expected, the process will fail to visit the unstable trajectory, thereby establishing the convergence of $X_{n}$ to $p$.

### 1.5 Non-convex optimization

Non-convex optimization problems are, generally, NP-hard (for a discussion in the context of escaping saddle points see [AG16]). The difficulty with high order saddle
points can be seen from the fact that it is NP-hard to confirm when a polynomial of degree 4 is non-negative. We have the following theorem

Theorem 1.8. It is NP-hard to determine whether a homogeneous polynomial of degree 4 is non-negative.

For a reference see [Nes00] and [HL13]. This limitation does not mean that there could not exist algorithms that distinguish higher order degenerate saddle points efficiently when noise is added appropriately into the system. Which in turn could provide fast convergence to local minima with high probability.

So far, there has been a lot of effort finding fast converging SGD type of algorithms when assuming some non-degeneracy conditions on the Hessian matrix. Although there are results when the Hessian is degenerate, all the results require using knowledge of the second order terms (Hessian and higher derivatives) which are computationally very expensive because they need to calculate the inverse of the Hessian matrix etc.. So, in practice, they mostly use results that require only first order information, or at least an oracle calculating the Hessian along one direction. The latter has been shown that it can implemented efficiently by running a subroutine of a cubic regularization problem $\left[\mathrm{AAZB}^{+} 17\right]$.

One popular condition that guarantees that the SGD will avoid saddle points is the strict saddle property. Using the terminology of equation (1.1.1), a point $p$ is a strict saddle when the linearization of $F$ at $p$ contains a positive eigenvalue see [Pem90] [JGN ${ }^{+}$17] and [Lev2006]. The paper [Pem90] establishes that if a stochastic
approximation satisfies (1.1.1) then it will avoid, asymptotically, a strict saddle point with probability 1. A result of similar flavor is [LSJR16], where under the same condition they show that if you randomly initialize GD, then with probability 1 you avoid strict saddle points. Both of the problems use a stable manifold theorem. The former result using this decomposition finds a good approximation of the trajectories in the proximity of the saddle point, and by a change of coordinates it manages to see how the process gets jiggled in the unstable direction. The latter, via the stable manifold theorem argues that the set of stable trajectories is of measure zero, hence if you randomly initialize and then do GD you will avoid the saddle points.

The previous results established some confidence that the first order information is enough to evade saddle points asymptotically. Next, using the strict saddle property, in $\left[\mathrm{JGN}^{+} 17\right]$ they managed to evade saddles point with high probability in $\mathrm{O}\left(\operatorname{poly} \log (d) \frac{1}{\epsilon^{2}}\right)$ iterations. Here, using again the strict saddle property they managed to find a novel description of the geometry surrounding a saddle point. The idea is that when the Hessian has a negative eigenvalue, then only in a small band parallel to the corresponding eigenvector the process can get stuck. Since outside of this small band the eigenvector has a dominant effect which forces the process to decrease rapidly. Using these ideas the algorithm they came up with, repeats unperturbed gradient descent as long as the gradient is big. When the gradient is smaller than a certain threshold value they perturb the process, having in mind, that if the process lands outside the small band the gradient is dominant
again. Finally, since, the area of the band is small, with high probability the gradient will become large so that performing gradient descent is efficient again.

### 1.6 Further discussion

Here, we will be occupied understanding the support of $X_{\infty}$ in an one dimensional setting. More specifically, we will work with processes that solve

$$
\begin{equation*}
X_{n+1}-X_{n}=\frac{f\left(X_{n}\right)}{n^{\gamma}}+\frac{Y_{n+1}}{n^{\gamma}}, \gamma \in(1 / 2,1] . \tag{1.6.1}
\end{equation*}
$$

To put in the SGD context, the antiderivative of $-f$ would correspond to the potential function $-V$. Therefore, if a point $p$ has a neighborhood $\mathcal{N}$ such that $f$ is positive except $f(p)=0$, then point $p$ would be a saddle point.

Problem 1. Let $\left(X_{n}\right)_{\geq 1}$ solve (1.6.1). Suppose that $p$ is a saddle point. Find the threshold value $:=\tilde{\gamma}$ for $\gamma$, should it exist, such that:

1. When $\gamma \in(1 / 2, \tilde{\gamma})$, then $\mathbb{P}\left(X_{n} \rightarrow p\right)=0$.
2. When $\gamma \in(\tilde{\gamma}, 1]$, then $\mathbb{P}\left(X_{n} \rightarrow p\right)>0$.

Part 1 of Problem 1 guarantees that the SGD avoids saddle points, and hence converging to local minima. Choosing different $\gamma$ in the first regime i.e. $\gamma \in(1 / 2, \tilde{\gamma})$, enables us to optimize SGD's performance by choosing $\gamma$ appropriately. In practice choosing a small step size can slow the rate of convergence, however a bigger step
size may lead the process to bounce around (see [BR95] and [SL87]). In [EDM04] they study the rate of convergence for polynomial step sizes in the context of Qlearning for Markov decision processes, and they experimentally demonstrate that for $\gamma$ approximately $\frac{17}{20}$ the rate of convergence is optimal.

Here, we are trying to establish that if we understand the underlining dynamical system sufficiently, then by adding enough noise, the process will wander until it is captured by a downhill path, and, eventually, will escape the unstable neighborhood. Furthermore, an extension of the results, could, potentially, lead to SGD type algorithms (in higher dimensions) that converge fast to local minima, even in the proximity of degenerate saddle points, with high probability.

### 1.7 Results for the continuous model

We proceed by transitioning to a continuous model. For that purpose we need a potential, a step size, and a noise term. However, it is natural to consider, without the need to contemplate, a process defined by

$$
\begin{equation*}
\mathrm{d} L_{t}=\frac{f\left(L_{t}\right)}{t^{\gamma}} \mathrm{d} t+\frac{1}{t^{\gamma}} \mathrm{d} B_{t}, \gamma \in(1 / 2,1] . \tag{1.7.1}
\end{equation*}
$$

We assume that $f(0)=0$, and $f$ is otherwise positive in a neighborhood $\mathcal{N}$ of zero. What we wish to investigate is whether $L_{t}$ will not converge to 0 with probability 1 , or if it will converge there with some positive probability. The answer to these
questions depends only on the local behavior of $f$ on $\mathcal{N}$.
The main non-convergence result is the following:

Theorem 1.9. Suppose that $\mathcal{N}$ is a neighborhood of zero. Let $\left(L_{t}\right)_{t \geq 1}$ be a solution of (1.7.1), where $f(x)$ is Lipschitz. We distinguish two cases depending on $f$ and the parameters of the system.

1. $k|x| \leq f(x), k \geq \frac{1}{2}$ and $\gamma=1$ for all $x \in \mathcal{N}$.
2. $|x|^{k} \leq f(x), \frac{1}{2}+\frac{1}{2 k} \geq \gamma$ and $k>1$ for all $x \in \mathcal{N}$.

If either 1 or 2 holds, then $\mathbb{P}\left(L_{t} \rightarrow 0\right)=0$.

In part 1 , we have only considered $\gamma=1$ since that is the only critical case, namely for $\gamma<1$ the effects of the noise would be overwhelming and for all $k$, we would obtain $\mathbb{P}\left(L_{t} \rightarrow 0\right)=0$.

We now state the main convergence theorem:

Theorem 1.10. Suppose that $\mathcal{N}$ is a neighborhood of zero. Let $\left(L_{t}\right)_{t \geq 1}$ be a solution of (1.7.1). We distinguish two cases depending on $f$ and the parameters of the system.

1. $k_{1}|x| \leq f(x) \leq k_{2}|x|, 0<k_{i}<1 / 2$ and $\gamma=1$ for all $x \in \mathcal{N} \cap(-\infty, 0]$.
2. $0<c|x|^{k} \leq f(x) \leq|x|^{k}, \frac{1}{2}+\frac{1}{2 k}>\gamma$ and $k>1$ for all $x \in \mathcal{N} \cap(-\infty, 0]$.

If either 1 or 2 holds, then $\mathbb{P}\left(L_{t} \rightarrow 0\right)>0$.

This is accomplished by first establishing the previous results for monomials i.e. $f(x)=|x|^{k}$ or $f(x)=k|x|$, which is done in sections 3.1, and 3.2. We prove the stated theorems in section 3.3, by utilizing the comparison results found in section 2.

In section 3.1, we deal with the linear case, i.e. when $f(x)=k|x|$. There, the SDE can be explicitly solved, which simplifies matters to a great extent. Firstly, in subsection 3.1.2, we prove that when $k>1 / 2$, the corresponding process a.s. will not converge to 0 , which is accomplished by proving that it will converge to infinity a.s.. Secondly, in subsection 3.1 .3 we show that process will converge to 0 with some positive probability.

In section 3.2, we move on to the higher order monomials, i.e., $f(x)=|x|^{k}$. Here, we show that the process will behave as the "mean flow" process $h(t)$ infinitely often, which is accomplished by studying the process $L_{t} / h(t)$. In subsection 3.2.2, the main theorem is that when $\frac{1}{2}+\frac{1}{2 k} \geq \gamma$, then $L_{t} \rightarrow \infty$ a.s.. In subsection 3.2.3, we show that when $\frac{1}{2}+\frac{1}{2 k}<\gamma$ holds, the process may converge to 0 with positive probability.

Qualitatively, the previous constrains on the parameters are in accordance with our intuition. To be more specific, when $k$ increases, $f$ becomes steeper, which should indicate it is easier for the process to escape. When $\gamma$ decreases the remaining variance increases, hence we should expect that the process visits the unstable trajectory with greater ease, due to higher fluctuations.

### 1.8 Results for the discrete model

In this section we will state the corresponding results for the discrete model. Furthermore at the end we will provide some examples, and experimental results corroborating the theoretical ones. The asymptotic behavior of the discrete processes is the expected one, depending on the parameters of the problem. Here, we study processes satisfying

$$
\begin{equation*}
X_{n+1}-X_{n} \geq \frac{f\left(X_{n}\right)}{n^{\gamma}}+\frac{Y_{n+1}}{n^{\gamma}}, \gamma \in(1 / 2,1) \tag{1.8.1}
\end{equation*}
$$

and

$$
\begin{equation*}
X_{n+1}-X_{n} \leq \frac{f\left(X_{n}\right)}{n^{\gamma}}+\frac{Y_{n+1}}{n^{\gamma}}, \gamma \in(1 / 2,1), \tag{1.8.2}
\end{equation*}
$$

or

$$
\begin{equation*}
X_{n+1}-X_{n} \geq \frac{f\left(X_{n}\right)}{n}+\frac{Y_{n+1}}{n} \tag{1.8.3}
\end{equation*}
$$

and

$$
\begin{equation*}
X_{n+1}-X_{n} \leq \frac{f\left(X_{n}\right)}{n}+\frac{Y_{n+1}}{n} \tag{1.8.4}
\end{equation*}
$$

where $Y_{n}$ are a.s. bounded, i.e., there is a constant $M$ such that $\left|Y_{n}\right|<M$ a.s., $E\left(Y_{n+1} \mid \mathscr{F}_{n}\right)=0$, and $E\left(Y_{n+1}^{2} \mid \mathscr{F}_{n}\right) \geq l>0$. The main non-convergence theorem is the following

Theorem 1.11. Suppose that $\mathcal{N}$ is a neighborhood of zero. We separate two cases

1. Suppose $\left(X_{n}\right)_{n \geq 1}$ solve (1.8.1), $|x|^{k} \leq f(x), \frac{1}{2}+\frac{1}{2 k}>\gamma$ and $k>1$ for all

$$
x \in \mathcal{N}
$$

2. Suppose $\left(X_{n}\right)_{n \geq 1}$ solve (1.8.3), $k|x| \leq f(x), k>1 / 2$ for all $x \in \mathcal{N}$
then in both cases $\mathbb{P}\left(X_{n} \rightarrow 0\right)=0$.

For the convergence result the non-degeneracy condition $E\left(Y_{n+1}^{2} \mid \mathscr{F}_{n}\right) \geq l$ is replaced with the assumption stated in part 1 of Theorem 1.12.

Theorem 1.12. Let $\mathcal{N}=(-3 \epsilon, 3 \epsilon)$ be a neighborhood of zero. Suppose $\left(X_{n}\right)_{n \geq 1}$ solve (1.8.1). We separate two cases

1. There exist $-\epsilon_{2}>-3 \epsilon,-\epsilon_{1}<-\epsilon$, such that for all $M>0$, there exists $n>M$ such that $\mathbb{P}\left(X_{n} \in\left(-\epsilon_{2},-\epsilon_{1}\right)\right)>0$.
2. Suppose $\left(X_{n}\right)_{n \geq 1}$ solve (1.8.2) $0<f(x) \leq|x|^{k}, \frac{1}{2}+\frac{1}{2 k}<\gamma$ and $k>1$ for all $x \in \mathcal{N}$.
3. Suppose $\left(X_{n}\right)_{n \geq 1}$ solve (1.8.4) $0<k|x| \leq f(x), k>1 / 2$ for all $x \in \mathcal{N}$.

Then when the 1 holds in both cases 2 and 3 we have $\mathbb{P}\left(X_{n} \rightarrow 0\right)>0$

The assumption imposed on $X_{n}$, part 1 of Theorem 1.12, says that the process should be able visit a neighborhood of the origin for large enough $n$. If this constraint is not imposed on the process, the previous result need not hold. For instance, the drift could dominate the noise, and, consequentially, the process may never reach a neighborhood of the origin with probability 1 . There are processes
that naturally satisfy this property; such an example is the urn process defined seen in [Pem91], which is discussed in section 1.4.4.

Example 3. Suppose that $X_{n}$ satisfies $X_{n+1}-X_{n}=\frac{\max \left(\left|X_{n}\right|^{3}, 1\right)}{n^{\frac{3}{4}}}+\frac{U_{n}}{n^{\frac{3}{4}}}$ where $U_{n}$ are I.I.D uniformly distributed on $(-2,2)$. As the $U_{n}$ dominate the driving term the assumption 1 is satisfied. And since $\frac{1}{2}+\frac{1}{2 \cdot 3}<\frac{3}{4}$ we expect that $X_{n} \rightarrow 0$ holds with positive probability. In figure 1.1 we can see a typical example where convergence of the iterates occurs.


Figure 1.1: $\left(X_{n}\right)_{n \geq 10}$ and $X_{10}=-1$

Example 4. Suppose that $X_{n}$ satisfies $X_{n+1}-X_{n}=\frac{\max \left(k\left|X_{n}\right|, 1\right)}{n}+\frac{U_{n}}{n}$ where $U_{n}$ are I.I.D uniformly distributed on $(-2,2)$, and $k=\frac{1}{3}$. As before we have that the
assumption 1 is satisfied. And since $k<\frac{1}{2}$ we expect $X_{n} \rightarrow 0$ to hold with positive probability. In figure 1.2 we can see a typical example where convergence occurs.


Figure 1.2: $\left(X_{n}\right)_{n \geq 10}$ and $X_{10}=-1$

Next we will provide some corroborating experimental results. Suppose $X_{n}$ satisfies $X_{n+1}-X_{n}=\frac{f\left(X_{n}\right)}{n \gamma}+\frac{U_{n}}{n \gamma}$ where $U_{n}$ are I.I.D uniformly distributed on $(-.5, .5)$. In the next table we have run simulations in order to investigate whether $X_{n}$ converges to 0 or not for various values of $\gamma$. The simulations were run for initial $n=100$ and $X_{100}=-1$. The criteria for nonconvergence is whether the process at some point exceeds $X_{n}>1$, at which point the process explodes. The next table is for the specialization $f(x)=|x|^{3}$. According to Theorem 1.12 the threshold value
for $\gamma$ is $\tilde{\gamma}=2 / 3$.

|  | $\gamma$ | iterations | nonconv\#/100 |
| :---: | :---: | :---: | :---: |
| 1 | $55 / 100$ | $10^{4}$ | $79 \%$ |
| 2 | $55 / 100$ | $10^{5}$ | $100 \%$ |
| 3 | $60 / 100$ | $10^{4}$ | $61 \%$ |
| 4 | $60 / 100$ | $10^{5}$ | $86 \%$ |
| 5 | $70 / 100$ | $10^{4}$ | $4 \%$ |
| 6 | $70 / 100$ | $10^{5}$ | $17 \%$ |
| 7 | $70 / 100$ | $10^{6}$ | $32 \%$ |
| 8 | $70 / 100$ | $10^{7}$ | $38 \%$ |

The next table is for the specialization $f(x)=|x|^{2}$. According to Theorem 1.12 the threshold value for $\gamma$ is $\tilde{\gamma}=3 / 4$.

|  | $\gamma$ | iterations | nonconv\#/100 |
| :---: | :---: | :---: | :---: |
| 1 | $60 / 100$ | $10^{4}$ | $91 \%$ |
| 2 | $60 / 100$ | $10^{5}$ | $100 \%$ |
| 3 | $70 / 100$ | $10^{4}$ | $33 \%$ |
| 4 | $70 / 100$ | $10^{5}$ | $68 \%$ |
| 5 | $70 / 100$ | $10^{6}$ | $94 \%$ |
| 6 | $78 / 100$ | $10^{4}$ | $0 \%$ |
| 7 | $78 / 100$ | $10^{5}$ | $1 \%$ |
| 8 | $78 / 100$ | $10^{6}$ | $8 \%$ |

Next we will provide a similar analysis for the linear case, i.e., when $f(x)=k|x|$ and $\gamma=1$. Here, we have a threshold value for $k$, namely $\tilde{k}=1 / 2$.

|  | k | iterations | nonconv\#/100 |
| :---: | :---: | :---: | :---: |
| 1 | 1 | $10^{4}$ | $21 \%$ |
| 2 | 1 | $10^{5}$ | $64 \%$ |
| 3 | 1 | $10^{6}$ | $79 \%$ |
| 4 | $2 / 5$ | $10^{4}$ | $0 \%$ |
| 5 | $2 / 5$ | $10^{5}$ | $3 \%$ |
| 6 | $2 / 5$ | $10^{6}$ | $6 \%$ |

### 1.9 Further conjectures

Suppose that $\left(X_{n}\right)_{n \geq 1}$ satisfies (1.1.1), where $F=-\nabla V$ and $a_{n}=\frac{1}{n^{\gamma}}$. Here, $V: \mathbb{R}^{d} \rightarrow \mathbb{R}$ is an analytic function, such that $V(0)=\nabla V(0)=0$. Hereby, we assume that 0 is a saddle point that it is, also, an isolated critical point.

For this section we will focus on problem 1 part (1). More specifically, the goal is to find $\gamma \in(1 / 2,1]$ such that $\mathbb{P}\left(X_{n} \rightarrow 0\right)=0$. We will start by discussing about a potential strategy for a generic analytic function $F$ which arises from some potential function $V$. Then we will provide specific examples.

One of the main tools we will need, for the initial discussion, is a Lojasiewicz type inequality, for a reference see [Spr], Theorem 2 and [Son12], Lemma 3.2, page 315.

Definition 1.13. Suppose that $V: \mathbb{R}^{n} \rightarrow \mathbb{R}$. Then denote the zero set of $V$ by $Z_{V}=\left\{x \in \mathbb{R}^{n}: V(x)=0\right\}$.

Theorem 1.14. Let $V$ be defined as before. Let $Z_{V}$ denote the zero set of $V$. Then, there is an open set $0 \in \mathcal{O}$ such that there is a positive constant $k \in(1,2)$ such that the following holds:
(a) $|\nabla V(x)| \geq c|V(x)|^{k / 2}$ for all $x \in \mathcal{O}$.

The line of attack consists of three distinct steps.

- We start by studying the process $\left(V\left(X_{n}\right)\right)_{n \geq 1}$. Using Theorem 1.14 we get an upper bound on the $\left|V\left(X_{n}\right)\right|$.
- Then the process $X_{n}$ may wander into the realm where $V\left(X_{n}\right)<0$ with probability bounded from below.
- Lastly, we show that when $V\left(X_{n}\right)<0$, the process may stay negative with probability bounded from below, hence concluding that $\mathbb{P}\left(X_{n} \rightarrow 0\right)=0$.

For the first step using Theorem 1.14, part (a) we see that $Y_{n}:=V\left(X_{n}\right)$ satisfies a recursion similar to the ones in section 1.8, namely

$$
\begin{equation*}
Y_{n+1}-Y_{n}=-\frac{\left|Y_{n}\right|^{k}}{n^{\gamma}}+\frac{\text { Noise }_{n+1}}{n^{\gamma}}+\mathrm{O}\left(\frac{1}{n^{2 \gamma}}\right) \tag{1.9.1}
\end{equation*}
$$

where the noise satisfies $E\left(\right.$ Noise $\left._{n+1}^{2} \mid \mathscr{F}_{n}\right) \geq\left|Y_{n}\right|^{k}$. Proof of equation (1.9.1): We expand $V$ centered at $X_{n}$ and we obtain

$$
\begin{aligned}
V\left(X_{n+1}\right)-V\left(X_{n}\right) & =\nabla V\left(X_{n}\right) \cdot\left(X_{n+1}-X_{n}\right)+M| | X_{n+1}-X_{n} \|^{2} \\
& \leq-\frac{\left\|\nabla V\left(X_{n}\right)\right\|^{2}}{n^{\gamma}}+\frac{\nabla V\left(X_{n}\right) \cdot B_{n+1}}{n^{\gamma}}+\frac{1}{n^{2 \gamma}} \\
& <-\frac{\left|V\left(X_{n}\right)\right|^{k}}{n^{\gamma}}+\frac{\nabla V\left(X_{n}\right) \cdot B_{n+1}}{n^{\gamma}}+\frac{1}{n^{2 \gamma}}
\end{aligned}
$$

Now, using that the noise is quasi-isotropic we see that the new noise satisfies

$$
\begin{aligned}
E\left(\left(\nabla V\left(X_{n}\right) \cdot B_{n+1}\right)^{2} \mid \mathcal{F}_{n}\right) & =E\left(\left.\left(\frac{\nabla V\left(X_{n}\right)}{\| \nabla V\left(X_{n}\right)| |} \cdot B_{n+1}\right)^{2}| | \nabla V\left(X_{n}\right) \|^{2} \right\rvert\, \mathcal{F}_{n}\right) \\
& =E\left(\left.\left(\frac{\nabla f\left(v_{n}\right)}{\left\|\nabla V\left(X_{n}\right)\right\|} \cdot B_{n+1}\right)^{2} \right\rvert\, \mathcal{F}_{n}\right)\left\|\nabla V\left(X_{n}\right)-V(0)\right\|^{2} \\
& \geq 1 \cdot\left|V\left(X_{n}\right)\right|^{k}
\end{aligned}
$$

The recursion defined in equation (1.9.1), can provide an upper bound $\left|V\left(X_{n}\right)\right|$, however this could be far from optimal as we have the bias term $\frac{1}{n^{2 \gamma}}$ that we need take into account.

For the second part of the strategy we notice that the path from $X_{n}$ to $z \in Z_{V}$, along the flow $x_{t}^{\prime}=-\nabla V\left(x_{t}\right)$ has length $V\left(X_{n}\right)$. So, we should expect that as long as $V\left(X_{n}\right)$ and the remaining noise in the recursion (1.1.1) are comparable, then $X_{n}$ may wander in the realm where $V\left(X_{n}\right)<0$.

Definition 1.15. Suppose that $V: \mathbb{R}^{n} \rightarrow \mathbb{R}$ and let $x \in \mathbb{R}^{n}$ such that $V(x)<0$. Denote by $\mathcal{O}_{x}$ the connected component of $\left\{x \in \mathbb{R}^{n}: V(x) \leq 0\right\}$ such that $x \in \mathcal{O}_{x}$.

For the last step of the strategy we ought to understand the geometry of the conical region $\mathcal{O}_{X_{n}} \cap Z_{V}$. For instance the surface $\mathcal{O}_{X_{n}} \cap Z_{V}$ can be very steep so that under the slightest perturbation the iterate $X_{n}$ may return to the realm $V\left(X_{n}\right)>0$.

Example 5. Suppose that $V(x, y)=x^{4}+x^{2} y^{2}-y^{4}$, that is $V$ is a homogeneous polynomial of degree 4. Then since $V(r \vec{x})=r^{4} V(\vec{x})$, we see that $\mathcal{O}_{\vec{y}} \cap Z_{V}$ is a cone for any $\vec{y}$ such that $V(\vec{y})<0$. Define $W_{n}=\left(X_{n}, Y_{n}\right)$ given by

$$
W_{n+1}-W_{n}=\frac{\nabla V\left(W_{n}\right)}{n^{\gamma}}+\frac{B_{n+1}}{n^{\gamma}}
$$

where for simplicity we assume that $B_{n+1}=\left(U_{1, n+1}, U_{2, n+2}\right)$ where $U_{i, n}$ for $i=1,2$ and $n \in \mathbb{N}$ is a collection of independent uniforms on $(-1,1)$. Now, we may write
the recursion for $X_{n}$ and $Y_{n}$, namely

$$
\begin{equation*}
X_{n+1}-X_{n}=\frac{-4 X_{n}^{3}-2 X_{n} Y_{n}^{2}}{n^{\gamma}}+\frac{N_{1, n+1}}{n^{\gamma}} \tag{1.9.2}
\end{equation*}
$$

and

$$
\begin{equation*}
Y_{n+1}-Y_{n}=\frac{-4 Y_{n}^{3}+2 X_{n}^{2} Y_{n}}{n^{\gamma}}+\frac{N_{2, n+1}}{n^{\gamma}} \tag{1.9.3}
\end{equation*}
$$

Using symmetry we may assume that $X_{n}>0$. Under this assumption we obtain the following bound

$$
X_{n+1}-X_{n} \leq \frac{-4 X_{n}^{3}}{n^{\gamma}}+\frac{N_{1, n+1}}{n^{\gamma}}
$$

Therefore, by Theorem 4.1 it is always possible to choose $\gamma$ such that $X_{n}$ crosses 0 . From here, we can see that the process $W_{n}$ will eventually land with probability 1 in the realm $V\left(W_{n}\right)<0$.

Example 6. Suppose that $V(x, y)=x^{6}+x^{2} y^{2}-y^{6}$. Here the conical surface is similar to the surface $y=\sqrt{|x|}$. However, even though the region $\mathcal{O}_{y}$ is very steep, see figure 1.3, simulations suggest that for certain values of $\gamma$ the process defined by

$$
X_{n+1}-X_{n}=\frac{\nabla V\left(X_{n}\right)}{n^{\gamma}}+\frac{Y_{n+1}}{n^{\gamma}}
$$

will not get stuck along a stable trajectory, i.e., $\mathbb{P}\left(X_{n+1} \rightarrow 0\right)=0$.

In the simulations the parameter $\gamma$ was set $\gamma=.6$.


Figure 1.3: Vector flow

## Chapter 2

## Preliminary results

We will now prove two important lemmas that will be needed throughout. Let $f: \mathbb{R} \rightarrow \mathbb{R}$, be Lipschitz such that for all $\epsilon>0$ there exists $c$ such that $f(x)>c>0$, for all $x \in \mathbb{R} \backslash(-\epsilon, \epsilon)$. Also, we define a continuous function $g: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}$, such that $\int_{0}^{\infty} g^{2}(t) \mathrm{d} t<\infty$. Let $X_{t}$ satisfy

$$
\begin{equation*}
\mathrm{d} X_{t}=f\left(X_{t}\right) \mathrm{d} t+g(t) \mathrm{d} B_{t} \tag{2.0.1}
\end{equation*}
$$

Lemma 2.1. $\limsup _{t \rightarrow \infty} X_{t} \geq 0$ a.s..

Proof: We will argue by contradiction. Assume that $\lim \sup _{t \rightarrow \infty} X_{t}<0$, and pick $\delta>0$ such that $\lim \sup _{t \rightarrow \infty} X_{t}<-\delta$ with positive probability. Then there is a time $u$, such that $X_{t} \leq-\delta$ for all $t \geq u$. But this has as an immediate consequence that $\int_{1}^{t} f\left(X_{s}\right) \mathrm{d} s \rightarrow \infty$. However, since the process $G_{t}=\int_{1}^{t} g(s) \mathrm{d} B_{s}$ has finite quadratic variation, i.e., $\sup _{t}\left\langle G_{t}\right\rangle=\int_{0}^{\infty} g^{2}(t) \mathrm{d} t<\infty, G_{t}$ stays a.s. finite. The last
two observations imply that $X_{t} \rightarrow \infty$, which is a contradiction.

Lemma 2.2. $\liminf _{t \rightarrow \infty} X_{t} \geq 0$ a.s..

Proof: We will again argue by contradiction. Assume that $\liminf _{t \rightarrow \infty} X_{t}<0$ on a set of positive probability. Take an enumeration of the pair of positive rationals $\left(q_{n}, p_{n}\right)$ such that $q_{n}>p_{n}$. Now, define $A_{n}=\left\{X_{t} \leq-q_{n}\right.$ i.o., $X_{t} \geq-p_{n}$ i.o. $\}$. Since $\limsup _{t \rightarrow \infty} X_{t} \geq 0$, we have $\bigcup_{n \geq 0} A_{n}=\left\{\liminf _{t \rightarrow \infty} X_{t}<0\right\}$. Now, for $t_{1}<t_{2}$ assume that $X_{t_{1}} \geq-p_{n}$ and $X_{t_{2}} \leq-q_{n}$. Then, we see that $X_{t_{2}}-X_{t_{1}} \leq-q_{n}+p_{n}$, however

$$
\begin{aligned}
X_{t_{2}}-X_{t_{1}} & =\int_{t_{1}}^{t_{2}} f\left(X_{s}\right) \mathrm{d} s+\int_{t_{1}}^{t_{2}} g(s) \mathrm{d} B_{s} \\
& \geq \int_{t_{1}}^{t_{2}} g(s) \mathrm{d} B_{s} .
\end{aligned}
$$

Hence we conclude that $\int_{t_{1}}^{t_{2}} g(s) \mathrm{d} B_{s} \leq-q_{n}+p_{n}$. By the definition of $A_{n}$, on event $A_{n}$ we can find a sequence of times $\left(t_{2 k}, t_{2 k+1}\right)$ such that $t_{2 k}<t_{2 k+1}$ and $\int_{t_{2 k}}^{t_{2 k+1}} g(s) \mathrm{d} B_{s} \leq-q_{n}+p_{n}$. Now, if we define $G_{u, t}=\int_{u}^{t} g(s) \mathrm{d} B_{s}$, we see that $G_{1, t}$ converges a.s. since it is a martingale of bounded quadratic variation. Hence $\mathbb{P}\left(A_{n}\right)=0$, i.e., $\mathbb{P}\left(\liminf _{t \rightarrow \infty} X_{t}<0\right)=0$.

The next comparison result is intuitively obvious, however, it will be useful for comparing processes with different drifts.

Proposition 2.3. Let $\left(C_{t}\right)_{t \geq 0}$ and $\left(D_{t}\right)_{t \geq 0}$ stochastic processes in the same Wiener space, that satisfy $\mathrm{d} C_{t}=f_{1}\left(C_{t}\right) \mathrm{d} t+g(t) \mathrm{d} B_{t}, \mathrm{~d} D_{t}=f_{2}\left(D_{t}\right) \mathrm{d} t+g(t) \mathrm{d} B_{t}$ respectively,
where $g, f_{1}, f_{2}$ are deterministic real valued functions. Assume that $f_{1}(x)>f_{2}(x)$ for all $x \in \mathbb{R}$ and $C_{s_{0}}>D_{s_{0}}$, then $C_{t}>D_{t} \forall t \geq s_{0}$ a.s.

Proof: Define $\tau=\inf \left\{\tau>s_{0} \mid C_{\tau}=D_{\tau}\right\}$, and set $D_{\tau}=C_{\tau}=c$, for $\tau<\infty$. Now, from continuity of $f_{1}$, and $f_{2}$ we can find $\delta$ such that $f_{1}(x)>f_{2}(x), \forall x \in(c-\delta, c]$. However, for all $s$ we have $C_{\tau}-D_{\tau}-\left(C_{s}-D_{s}\right)=-\left(C_{s}-D_{s}\right)=\int_{s}^{\tau} f_{1}\left(C_{u}\right)-f_{2}\left(D_{u}\right) \mathrm{d} u$. Thus, for $s$ such that $C_{y}, D_{y} \in(c-\delta, c) \forall y \in(s, \tau)$ we have

$$
\begin{aligned}
0 & >-\left(C_{s}-D_{s}\right) \\
& =\int_{s}^{\tau} f_{1}\left(C_{u}\right)-f_{2}\left(D_{u}\right) \mathrm{d} u \\
& >0
\end{aligned}
$$

Therefore, $\{\tau<\infty\}$ has zero probability.
In what follows, we will prove two important lemmas, corresponding to Lemma 2.1 and Lemma 2.2, for the discrete case. We will assume that $X_{n}$ satisfies

$$
\begin{equation*}
X_{n+1}-X_{n} \geq \frac{f\left(X_{n}\right)}{n^{\gamma}}+\frac{Y_{n+1}}{n^{\gamma}}, \gamma \in(1 / 2,1) \tag{2.0.2}
\end{equation*}
$$

where $f$ satisfies $\forall \epsilon>0, \exists c>0, f(x) \geq c, x \in(-\infty,-\epsilon)$, and the $Y_{n}$ are defined similarly, as in (1.8.1).

Lemma 2.4. $\lim \sup X_{n} \geq 0$ a.s..

Proof: The proof is nearly identical as in the continuous case (Lemma 2.1).

Lemma 2.5. $\liminf _{t \rightarrow \infty} X_{t} \geq 0$ a.s..

Proof: The proof is identical as in the continuous case (Lemma 2.2).
We provide a suitable version of the Borel-Cantelli lemma (for a reference see Theorem 5.3.2 in [Dur13]).

Lemma 2.6. Let $\mathscr{F}_{n}, n \geq 0$ be a filtration with $\mathscr{F}_{0}=\{0, \Omega\}$, and $A_{n}, n \geq 1$ a sequence of events with $A_{n} \in \mathscr{F}_{n}$. Then

$$
\left\{A_{n} \text { i.o. }\right\}=\left\{\sum_{n \geq 1} \mathbb{P}\left(A_{n} \mid \mathscr{F}_{n-1}\right)=\infty\right\} .
$$

## Chapter 3

## Continuous model

### 3.1 Continuous model, simplest case

### 3.1.1 Introduction

Let $L_{t}$ be defined by (1.7.1), for $f(x)=k|x|$ and $\gamma=1$. To simplify, we make a time change and consider $X_{t}:=L_{e^{t}}$, and subsequently we obtain,

$$
\begin{aligned}
X_{t+\mathrm{d} t}-X_{t} & =L_{e^{t}+e^{t} \mathrm{~d} t}-L_{e^{t}} \\
& =k\left|L_{e^{t}}\right| \mathrm{d} t+e^{-t}\left(B_{t+e^{t} \mathrm{~d} t}-B_{e^{t}}\right) \\
& =k\left|X_{t}\right| \mathrm{d} t+e^{-\frac{t}{2}} \mathrm{~d} B_{t} .
\end{aligned}
$$

Which will be the model we will study. We begin with some definitions.

$$
\begin{equation*}
\mathrm{d} X_{t}=k\left|X_{t}\right| \mathrm{d} t+e^{-\frac{t}{2}} \mathrm{~d} B_{t} . \tag{3.1.1}
\end{equation*}
$$

We introduce another SDE closely related to the previous one, which will be useful.

$$
\begin{equation*}
\mathrm{d} K_{t}=k K_{t} \mathrm{~d} t+e^{-\frac{t}{2}} \mathrm{~d} B_{t} \tag{3.1.2}
\end{equation*}
$$

It is easy to see that both of these SDEs admit unique strong solutions, for a reference see theorem (11.2) in chapter 6 in [RWW87]. Therefore, we can construct $X_{t}, K_{t}$ in the classical Wiener space $(\Omega, \mathscr{F}, \mathbb{P})$. The solution for $\operatorname{SDE}$ (3.1.2), is given by $K_{t}=e^{k t}\left(e^{-t_{0} k} K_{t_{0}}+\int_{t_{0}}^{t} e^{-s\left(k+\frac{1}{2}\right)} \mathrm{d} B_{s}\right)$. Indeed, substituting in (3.1.2), and using Itô's formula we get

$$
\begin{aligned}
\mathrm{d} K_{t} & =a^{\prime}(t)\left(k_{0}+\int_{t_{0}}^{t} b(s) \mathrm{d} B_{s}\right)+a(t) b(t) \mathrm{d} B_{t} \\
& =\frac{a^{\prime}(t)}{a(t)} K_{t}+a(t) b(t) \mathrm{d} B_{t} .
\end{aligned}
$$

Where $a(t)=e^{k\left(t-t_{0}\right)}$, and $b(t)=e^{-t\left(\frac{1}{2}+k\right)+k t_{0}}$. Therefore, $\frac{a^{\prime}(t)}{a(t)}=k, a(t) b(t)=e^{-\frac{t}{2}}$, so we conclude.

Proposition 3.1. Let $\left(X_{t}\right)_{t \geq t_{0}},\left(K_{t}\right)_{t \geq t_{0}}$ in the Wiener probability space $(\Omega, \mathscr{F}, \mathbb{P})$ be the solutions of (3.1.1),(3.1.2) respectively. We start them at time $t_{0}, X_{t_{0}} \geq$ $K_{t_{0}} \geq 0$. Then $X_{t} \geq K_{t}, \forall t \geq t_{0}$.

It is a direct application of Proposition 2.3.

### 3.1.2 Analysis of $X_{t}$ when $k \geq 1 / 2$.

We start by stating the main result of this subsection, which we will prove at the end of the subsection.

Theorem 3.2. Let $\left(X_{t}\right)_{t \geq 1}$ the solution of (3.1.1) for $k \geq \frac{1}{2}$, then $X_{t} \rightarrow \infty$ a.s..

We will prove the theorem at the end of the subsection. Now, we will show that $\left(X_{t}\right)_{t \geq 1}$ cannot stay negative for all times. This will be accomplished by a direct computation, after solving the SDE.

Proposition 3.3. Let $\left(X_{t}\right)_{t \geq 1}$ the solution of (3.1.1) for $k>\frac{1}{2}$. Assume that at time $s, X_{s}<0$, then $X_{t}$ will reach 0 with probability 1, i.e. $\mathbb{P}\left(\sup _{u \geq s} X_{u}>0\right)=1$

Proof: First, note that the solution of the $\operatorname{SDE}$ (3.1.1), run from time $s$ with initial condition $X_{s}<0$ coincides with the solution of the $\operatorname{SDE~} \mathrm{d} X_{t}=-k X_{t} \mathrm{~d} t+$ $e^{-\frac{t}{2}} \mathrm{~d} B_{t}$ before $X_{t}$ hits 0 . Formally, we define $\tau_{0}=\inf \left\{t \mid t \geq s, X_{t}=0\right\}$. Using the same method when solving SDE (3.1.2), we obtain $X_{t}=e^{-k t}\left(e^{k s} X_{s}+\int_{s}^{t} e^{u\left(k-\frac{1}{2}\right)} \mathrm{d} B_{u}\right)$, on $\left\{t<\tau_{0}\right\}$. First we deal with the case $k \neq \frac{1}{2}$. Set $G_{t}=\int_{s}^{t} e^{u\left(k-\frac{1}{2}\right)} \mathrm{d} B_{u}$, and calculate the quadratic variation of $G_{t}$, namely $\left\langle G_{t}\right\rangle=\left(e^{2 t\left(k-\frac{1}{2}\right)}-e^{2 s\left(k-\frac{1}{2}\right)}\right) /(2 k-1)$.

Next, we compute the probability of never returning to zero.

$$
\begin{aligned}
\mathbb{P}(\tau=\infty) & =\mathbb{P}\left(\sup _{s<u<\infty} X_{u} \leq 0\right) \\
& =\mathbb{P}\left(\sup _{s<u<\infty} G_{u} \leq-e^{k s} X_{s}\right) \\
& =1-\mathbb{P}\left(\sup _{s<u<\infty} G_{u}>-e^{k s} X_{s}\right) \\
& =1-\lim _{t \rightarrow \infty} \mathbb{P}\left(\sup _{s<u<t} G_{u}>-e^{k s} X_{s}\right) \\
& =1-\lim _{t \rightarrow \infty} 2 \mathbb{P}\left(G_{t}>-e^{k s} X_{s}\right), \text { from the reflection principle } \\
& =1-\lim _{t \rightarrow \infty} 2 \mathbb{P}\left(N\left(0, \frac{e^{2 t\left(k-\frac{1}{2}\right)}-e^{2 s\left(k-\frac{1}{2}\right)}}{2 k-1}\right)>-e^{k s} X_{s}\right) \\
& =0, \text { since } \frac{e^{2 t\left(k-\frac{1}{2}\right)}-e^{2 s\left(k-\frac{1}{2}\right)}}{2 k-1} \rightarrow \infty
\end{aligned}
$$

When $k=\frac{1}{2}$, the solution simplifies to $X_{t}=e^{-k t}\left(e^{k s} X_{s}+B_{t}\right)$ in distribution, where $\left\{B_{t}\right\}_{t \geq s}$ with initial condition $B_{s}=0$. We repeat the previous calculation,

$$
\begin{aligned}
\mathbb{P}(\tau=\infty) & =\mathbb{P}\left(\sup _{s<u<\infty} X_{u} \leq 0\right) \\
& =\mathbb{P}\left(\sup _{s<u<\infty} B_{u} \leq-e^{k s} X_{s}\right) \\
& =0
\end{aligned}
$$

as for a Brownian motion we have $\lim _{\sup }^{t \rightarrow \infty}$ $B_{t}=\infty$ almost surely.
We will now prove two important lemmas, that are true for solutions of (3.1.1) for any $k>0$.

Lemma 3.4. Let $\left(X_{t}\right)_{t \geq 1}$ the solution of (3.1.1). Then on the event $\left\{X_{t} \geq 0\right.$ i.o. $\}$, there is a positive constant $c<1$ such that $\left\{X_{t} \geq c e^{-t / 2}\right.$ i.o. $\}$ holds a.s..

Proof: Assume we start the SDE at time $t_{i}$ with initial condition $X_{t_{i}} \geq 0$. Then we see that $X_{t} \geq \int_{t_{i}}^{t} k\left|X_{u}\right| \mathrm{d} u+\int_{t_{i}}^{t} e^{-\frac{u}{2}} \mathrm{~d} B_{u} \geq \int_{t_{i}}^{t} e^{-\frac{u}{2}} \mathrm{~d} B_{u}$.

Set $G_{t}=\int_{t_{i}}^{t} e^{-\frac{u}{2}} \mathrm{~d} B_{u}$. The quadratic variation of $G_{t}$, is $\left\langle G_{t}\right\rangle=e^{-t_{1}}-e^{-t}$. Fix $0<c<1$. Now, observe that we can always choose $t$ big enough such that $\left\langle G_{t}\right\rangle \geq c e^{-t_{1}}$ for any $t_{1}$.

Then,

$$
\begin{aligned}
\mathbb{P}\left(\sup _{t_{i}<u<t} X_{t}>e^{-t_{1} / 2}\right) & \geq \mathbb{P}\left(\sup _{t_{i}<u<t} G_{t}>e^{-t_{1} / 2}\right) \\
& =2 \mathbb{P}\left(G_{t}>e^{-t_{1} / 2}\right) \\
& \geq 2 \mathbb{P}\left(N\left(0, c e^{-t_{1}}\right)>e^{-t_{1} / 2}\right) \\
& =2 \mathbb{P}(N(0, c)>1)>\gamma>0 .
\end{aligned}
$$

Let $g(x)=\inf \left\{y \mid e^{-x}-e^{-y} \geq c e^{-x}\right\}$. Now, we can formally define the sequence of the stopping times. The first stopping time is $\tau_{1}=\inf \left\{t \mid X_{t} \geq 0\right\}$, then we define recursively $\tau_{i+1}=\inf \left\{t \mid t>\tau_{i}, t>g\left(\tau_{i}\right), X_{t} \geq 0\right\}$. We, also, define the associated filtration $\mathscr{F}_{n}=\mathscr{F}_{\tau_{n}}$, for $n \geq 1$ and $\mathscr{F}_{0}=\{0, \Omega\}$. Now, let $A_{n}=\left\{\exists t, \tau_{n-1}<\right.$ $t<\tau_{n}$, s.t. $\left.X_{t} \geq c e^{-t / 2}\right\}$. So, by definition $A_{n} \in \mathscr{F}_{n}$. We find a lower bound for
$\mathbb{P}\left(A_{n} \mid \mathscr{F}_{n-1}\right)$.

$$
\begin{aligned}
\mathbb{P}\left(A_{n} \mid \mathscr{F}_{n-1}\right) & \geq \mathbb{P}\left(\sup _{\tau_{n-1}<u<\tau_{n}} X_{u}>c e^{-t_{n-1} / 2} \mid \mathscr{F}_{n-1}\right) \\
& \geq \mathbb{P}\left(\sup _{\tau_{n-1}<u<g\left(t \tau_{n-1}\right)} X_{u}>c e^{-\tau_{n-1} / 2} \mid \mathscr{F}_{n-1}\right) \\
& >\gamma
\end{aligned}
$$

On $\left\{X_{t} \geq 0\right.$ i.o. $\}$ the sum $\sum_{n \geq 1} \mathbb{P}\left(A_{n} \mid \mathscr{F}_{n-1}\right)$ has infinite non zero terms bigger than $\gamma$, hence $\sum_{n \geq 1} \mathbb{P}\left(A_{n} \mid \mathscr{F}_{n-1}\right)=\infty$ a.s.. Finally, by Lemma 2.6 (Borel-Cantelli) we conclude.

The next lemma uses the previous lemma to establish that on $\left\{X_{t} \geq 0\right.$ i.o. $\}$ we have $\liminf _{t \rightarrow \infty} X_{t}>0$.

Lemma 3.5. Let $\left(X_{t}\right)_{t \geq 1}$ the solution of (3.1.1). Then on the event $\left\{X_{t} \geq 0\right.$ i.o. $\}$ we have that $\left\{\liminf _{t \rightarrow \infty} X_{t}>0\right\}$ holds a.s..

Proof: Indeed, if we start the process at time $s$ with initial condition $X_{s} \geq c e^{\frac{-s}{2}}$, then the solution of (3.1.1), before hitting 0 , is given by

$$
X_{t}=e^{k t}\left(e^{-k s} X_{s}+\int_{s}^{t} e^{-u\left(k+\frac{1}{2}\right)} \mathrm{d} B_{u}\right) \geq e^{k t}\left(c e^{-s\left(k+\frac{1}{2}\right)}+\int_{s}^{t} e^{-u\left(k+\frac{1}{2}\right)} \mathrm{d} B_{u}\right)
$$

Denote $G_{t}=\int_{s}^{t} e^{-s\left(k+\frac{1}{2}\right)} \mathrm{d} B_{s}$. We calculate its quadratic variation

$$
\left\langle G_{t}\right\rangle=\frac{e^{-2 t k-t}}{-2 k-1}+\frac{e^{-2 s k-s}}{2 k+1}
$$

Taking $t \rightarrow \infty$, shows $\left\langle G_{\infty}\right\rangle=\frac{e^{-2 s k-s}}{2 k+1}$. Therefore,

$$
\begin{align*}
\mathbb{P}\left(\inf _{s \leq u<\infty} X_{u}>\frac{c}{2} e^{-\frac{s}{2}}\right) & =\mathbb{P}\left(\inf _{s \leq u<\infty} e^{k u}\left(c e^{-s\left(k+\frac{1}{2}\right)}+G_{u}\right)>\frac{c}{2} e^{-\frac{s}{2}}\right) \\
& \geq \mathbb{P}\left(\inf _{s \leq u<\infty} e^{k s}\left(c e^{-s\left(k+\frac{1}{2}\right)}+G_{u}\right)>\frac{c}{2} e^{-\frac{s}{2}}\right) \\
& =\mathbb{P}\left(\inf _{s \leq u<\infty} c e^{-s\left(k+\frac{1}{2}\right)}+G_{u}>\frac{c}{2} e^{-s\left(k+\frac{1}{2}\right)}\right) \\
& =\mathbb{P}\left(\inf _{s \leq u<\infty} G_{u}>-\frac{c}{2} e^{-s\left(k+\frac{1}{2}\right)}\right)  \tag{3.1.3}\\
& =1-\mathbb{P}\left(\sup _{s \leq u<\infty} G_{u}>\frac{c}{2} e^{-s\left(k+\frac{1}{2}\right)}\right) \\
& =1-2 \lim _{t \rightarrow \infty} \mathbb{P}\left(G_{t}>-\frac{c}{2} e^{-s\left(k+\frac{1}{2}\right)}\right), \text { by the reflection principle } \\
& =1-2 \mathbb{P}\left(N\left(0, \frac{\left.e^{-s(2 k+1}\right)}{2 k+1}\right)>\frac{c}{2} e^{-s\left(k+\frac{1}{2}\right)}\right) \\
& =1-2 \mathbb{P}\left(N\left(0, \frac{1}{k+1}\right)>\frac{c}{2}\right)>\delta>0 .
\end{align*}
$$

We know that on $\left\{X_{t} \geq 0\right.$ i.o. $\}$ the event $\left\{X_{t} \geq c e^{-\frac{t}{2}}\right.$ i.o. $\}$ holds a.s.. Therefore, on $\left\{X_{t} \geq 0\right.$ i.o. $\}$, if we define $\tau_{0}=0$, and $\tau_{n+1}=\left\{t>\tau_{n}+1 \left\lvert\, X_{t} \geq c e^{-\frac{t}{2}}\right.\right\}$ we see that $\tau_{n}<\infty$ a.s., and $\tau_{n} \rightarrow \infty$ a.s.. Also, we define the corresponding filtration, namely $\mathscr{F}_{n}=\sigma\left(\tau_{n}\right)$.

To show that on the event $\left\{X_{t} \geq c e^{-\frac{t}{2}}\right.$ i.o. $\}$ the event $A=\left\{\liminf _{\rightarrow \infty} X_{t} \leq 0\right\}$ has probability zero, it suffices to argue that there is a $\delta$ such that $\mathbb{P}\left(A \mid \mathscr{F}_{n}\right)<1-\delta$,
a.s. for all $n \geq 1$. This is immediate from the previous calculation. Indeed,

$$
\begin{aligned}
\mathbb{P}\left(A \mid \mathscr{F}_{n}\right) & \leq 1-\mathbb{P}\left(\left.\inf _{\tau_{n} \leq u<\infty} X_{u}>\frac{c}{2} e^{-\frac{\tau_{n}}{2}} \right\rvert\, \mathscr{F}_{n}\right) \\
& <1-\delta
\end{aligned}
$$

Now, we can prove Theorem 3.2.
Proof of Theorem 3.2: From Proposition 3.3 we know that $\left\{X_{t} \geq 0\right.$ i.o. $\}$ has probability 1. Therefore, from Lemma 3.5 we deduce $\lim _{\inf }^{t \rightarrow \infty}$ $X_{t}>0$ almost surely. Consequently, $\int_{0}^{\infty}\left|X_{u}\right| \mathrm{d} u \rightarrow \infty$ a.s.. At the same time $\lim _{\sup _{t \rightarrow \infty}} \int_{0}^{t} e^{-\frac{u}{2}} \mathrm{~d} B_{u}<$ $\infty$ a.s., hence $X_{t} \rightarrow \infty$ a.s..

### 3.1.3 Analysis of $X_{t}$ when $k<1 / 2$.

As before, $\left(X_{t}\right)_{t \geq 1}$ is the solution of the stochastic differential equation $d X_{t}=$ $k\left|X_{t}\right| \mathrm{dt}+\mathrm{e}^{-\frac{\mathrm{t}}{2}} \mathrm{~dB}_{\mathrm{t}}$.

The behavior of $X_{t}$, when $k<1 / 2$ is different. The process in this regime can converge to 0 with positive probability. More specifically, we have the following theorem:

Theorem 3.6. Let $\left(X_{t}\right)_{t \geq 1}$ solve (3.1.1) with $k<\frac{1}{2}$, and define $A=\left\{X_{t} \rightarrow 0\right\}$, $B=\left\{X_{t} \rightarrow \infty\right\}$. Then the following hold:

1. Let $A, B$ as before. Then $\mathbb{P}(A \cup B)=1$.
2. Both $A$ and $B$ are non trivial, i.e., $\mathbb{P}(A)>0$ and $\mathbb{P}(B)>0$.
3. On $\left\{X_{t} \geq 0\right.$ i.o. $\}$ we get $X_{t} \rightarrow \infty$.

Before proving the theorem, we need to prove a proposition first. We will show that that the process, starting from a negative value, will never cross 0 with positive probability.

Proposition 3.7. Let $\left(X_{t}\right)_{t \geq 1}$ solve (3.1.1) with $k<\frac{1}{2}$. Assume that at time $s$, $X_{s}<0$. Then $\left(X_{t}\right)_{t \geq 1}$ will hit 0 with probability $\alpha$ where $0<\alpha<1$.

Proof: Define the stopping time $\tau_{1}=\inf \left\{t \geq s \mid X_{t}=0\right\}$. As in Proposition 3.3, the solution for $X_{t}$ started at time $s$ up till time $\tau_{1}$, is given by $X_{t}=e^{-k t}\left(e^{k s} X_{s}+\right.$ $\left.\int_{s}^{t} e^{u\left(k-\frac{1}{2}\right)} \mathrm{d} B_{u}\right)$.

$$
\begin{aligned}
\mathbb{P}(\tau=\infty) & =\mathbb{P}\left(\sup _{s<u<\infty} X_{u} \leq 0\right) \\
& =1-\lim _{t \rightarrow \infty} 2 \mathbb{P}\left(N\left(0, \frac{e^{2 t\left(k-\frac{1}{2}\right)}-e^{2 t\left(k-\frac{1}{2}\right)}}{2 k-1}\right)>-e^{k s} X_{s}\right), \text { as in Proposition 3.3 } \\
& =1-2 \mathbb{P}\left(N\left(0,-e^{2 s\left(k-\frac{1}{2}\right)} /(2 k-1)\right)>-e^{k s} X_{s}\right)=1-\alpha .
\end{aligned}
$$

Therefore $0<\alpha<1$.

## Proof of Theorem 3.6:

1. Define the events $N=\left\{\exists s\right.$, s.t. $\left.X_{t}<0 \forall t \geq s\right\}$, and $P=\left\{X_{t} \geq 0\right.$ i.o. $\}$. Of course $N$ and $P$ are disjoint and $\mathbb{P}(P \cup N)=1$. To prove 1 , we will show that $N \subset\left\{X_{t} \rightarrow 0\right\}$ up to a null set and $P=\left\{X_{t} \rightarrow \infty\right\}$.

From Lemma 2.2 we know that $\liminf _{t \rightarrow \infty} X_{t} \geq 0$ a.s., therefore on $N \subset$ $\left\{X_{t} \rightarrow 0\right\}$ up to a null set.

To show that $P=\left\{X_{t} \rightarrow \infty\right\}$, note that Lemma 3.5 shows that on $\left\{X_{t} \geq\right.$ 0 i.o. $\}, \liminf _{t \rightarrow \infty} X_{t}>0$ almost surely. Consequently, on $\left\{X_{t} \geq 0\right.$ i.o. $\}$, we have $X_{t} \rightarrow \infty$, as $\int_{0}^{\infty}\left|X_{u}\right| \mathrm{d} u \rightarrow \infty$ and $\lim \sup _{t \rightarrow \infty} \int_{0}^{t} e^{-\frac{u}{2}} \mathrm{~d} B_{u}<\infty$ a.s.. Therefore, $P=\left\{X_{t} \rightarrow \infty\right\}$. Which concludes part 1 .
2. The fact that $\mathbb{P}(A)>0$, follows immediately from Proposition 3.7. Now, we will prove that $\mathbb{P}(B)>0$. Define the stopping time $\tau_{0}=\inf \left\{t \mid X_{t}=0\right\}$. Also, define $Y(t, \omega)=1$ if $X_{s} \geq 0$ for all $s \geq t+1$. Observe that $\left\{Y_{\tau_{0}}=1, \tau_{0}<\right.$ $\infty\} \subset P$. Hence, using the strong Markov property

$$
\begin{aligned}
\mathbb{P}\left(Y_{\tau}=1, \tau<\infty\right) & =\int_{0}^{\infty} \mathbb{P}(\tau=u) \mathbb{P}_{0}\left(X_{t} \geq 0, \forall t \geq 1\right) \mathrm{d} u \\
& \geq \int_{0}^{\infty} \mathbb{P}(\tau=u) \mathbb{P}_{0}\left(K_{t} \geq 0, \forall t \geq 1\right) \mathrm{d} u \text { since } X_{t} \geq K_{t} \\
& =\alpha \mathbb{P}_{0}\left(K_{t} \geq 0, \forall t \geq 1\right)>0
\end{aligned}
$$

3. Follows immediately from the proof of 1 .

Lastly, we prove a proposition that will be used in section 3.3.

Proposition 3.8. Suppose $\left(X_{t}\right)_{t \geq 1},\left(Y_{t}\right)_{t \geq 1}$ solve (3.1.1), with constants $k$ and $k_{1}$ respectively. Suppose, that $0<k_{1}<k<1 / 2$. Let $\epsilon>0$, if $X_{s}, Y_{s} \in(-2 \epsilon,-\epsilon)$
a.s., then there is an event $A$ with positive probability, such that both $X_{t}, Y_{t} \in$ $(-3 \epsilon, 0), \forall t>s$.

Proof: Solving the SDE before it hits zero we find, $X_{t}=e^{-k t}\left(e^{k s} X_{s}+\int_{s}^{t} e^{u\left(k-\frac{1}{2}\right)} \mathrm{d} B_{u}\right)$ and $Y_{t}=e^{-k_{1} t}\left(e^{k_{1} s} Y_{s}+\int_{s}^{t} e^{u\left(k_{1}-\frac{1}{2}\right)} \mathrm{d} B_{u}\right)$. Let $\epsilon>0$. Since, the process $G_{t}=$ $\int_{s}^{t} e^{u\left(k-\frac{1}{2}\right)} \mathrm{d} B_{u}$ has finite quadratic variation, the event $A=\left\{G_{t} \in(-\epsilon, \epsilon) \forall t>s\right\}$ has positive probability. Set $\tilde{G}_{t}=\int_{s}^{t} e^{u\left(k_{1}-\frac{1}{2}\right)} \mathrm{d} B_{u}$, and define $N_{t}=G_{t} e^{t\left(k_{1}-k\right)}$. Using Itô's formula, we find $\mathrm{d} N_{t}=e^{t\left(k-\frac{1}{2}\right)} e^{\left(k_{1}-k\right) t} \mathrm{~d} B_{t}+\left(k_{1}-k\right) e^{\left(k_{1}-k\right) t} G_{t} \mathrm{~d} t$. Therefore,

$$
G_{t} e^{\left(k_{1}-k\right) t}=\tilde{G}_{t}+\int_{s}^{t}\left(k_{1}-k\right) e^{\left(k_{1}-k\right) u} G_{u} \mathrm{~d} u
$$

So,

$$
G_{t} e^{\left(k_{1}-k\right) t}-\int_{s}^{t}\left(k_{1}-k\right) e^{\left(k_{1}-k\right) u} G_{u} \mathrm{~d} u=\tilde{G}_{t}
$$

To bound $\left|\tilde{G}_{t}\right|$ observe that

$$
\begin{aligned}
-\int_{s}^{t}\left(k_{1}-k\right) e^{\left(k_{1}-k\right) u} G_{u} \mathrm{~d} u & \leq-\epsilon \int_{s}^{t}\left(k_{1}-k\right) e^{\left(k_{1}-k\right) u} \mathrm{~d} u \\
& =-\epsilon\left(e^{\left(k_{1}-k\right) t}-e^{\left(k_{1}-k\right) s}\right)
\end{aligned}
$$

Similarly we obtain $-\int_{s}^{t}\left(k_{1}-k\right) e^{\left(k_{1}-k\right) u} G_{u} \mathrm{~d} u \geq \epsilon\left(e^{\left(k_{1}-k\right) t}-e^{\left(k_{1}-k\right) s}\right)$. Thus on $A$, we obtain the following inequalities

$$
-\epsilon e^{\left(k_{1}-k\right) t}+\epsilon\left(e^{\left(k_{1}-k\right) t}-e^{\left(k_{1}-k\right) s}\right) \leq \tilde{G}_{t} \leq \epsilon e^{\left(k_{1}-k\right) t}-\epsilon\left(e^{\left(k_{1}-k\right) t}-e^{\left(k_{1}-k\right) s}\right)
$$

Simplifying, we obtain $\left|\tilde{G}_{t}\right| \leq \epsilon e^{\left(k_{1}-k\right) s} \leq \epsilon$. Now, we will estimate $X_{t}$ on $A$. Using that $\epsilon<\left|e^{k s} X_{s}\right|$ we obtain the following upper bound,

$$
\begin{aligned}
X_{t} & =e^{-k t}\left(e^{k s} X_{s}+\int_{s}^{t} e^{u\left(k-\frac{1}{2}\right)} \mathrm{d} B_{u}\right) \\
& \leq e^{-k t}\left(e^{k s} X_{s}+\epsilon\right) \\
& <0
\end{aligned}
$$

and lower bound

$$
\begin{aligned}
X_{t} & =e^{-k t}\left(e^{k s} X_{s}+\int_{s}^{t} e^{u\left(k-\frac{1}{2}\right)} \mathrm{d} B_{u}\right) \\
& \geq e^{-k t}\left(-2 e^{k s} \epsilon-\epsilon\right) \\
& \geq-3 \epsilon .
\end{aligned}
$$

Doing similarly for $Y_{t}$, we conclude.

### 3.2 Analysis of $\mathrm{d} L_{t}=\frac{\mid L_{t}{ }^{k}}{t^{\gamma}} \mathrm{d} t+\frac{1}{t^{\gamma}} \mathrm{d} B_{t}$.

### 3.2.1 Introduction

As in the previous section, to simplify matters, we will work with reparametrizing $L_{t}$. Set $\theta(t)=t^{\frac{1}{1-\gamma}}$, and let $X_{t}=L_{\theta(t)}$. To obtain the SDE that $X_{t}$ obeys, notice
that $\mathrm{d} B_{\theta(t)}=\sqrt{\theta^{\prime}(t)} \mathrm{d} B_{t}$. Therefore

$$
\begin{aligned}
\mathrm{d} X_{t} & =\frac{\left|X_{t}\right|^{k}}{\theta(t)^{\gamma}} \theta^{\prime}(t) \mathrm{d} t+\frac{1}{\theta(t)^{\gamma}} \sqrt{\theta^{\prime}(t)} \mathrm{d} B_{t} \\
& =c_{1}\left|X_{t}\right|^{k} \mathrm{~d} t+c_{2} t^{-\frac{\gamma}{1-\gamma}} \sqrt{\theta^{\prime}(t)} \mathrm{d} B_{t} \\
& =c_{1}\left|X_{t}\right|^{k} \mathrm{~d} t+c_{2} t^{-\frac{\gamma}{2(1-\gamma)}} \mathrm{d} B_{t}
\end{aligned}
$$

where $c_{2}^{2}=c_{1}=1 /(1-\gamma)$. By abusing the notation we set $X_{t}=X_{t} / c_{2}$, which satisfies an SDE of the form

$$
\begin{equation*}
\mathrm{d} X_{t}=c\left|X_{t}\right|^{k} \mathrm{~d} t+t^{-\frac{\gamma}{2(1-\gamma)}} \mathrm{d} B_{t}, k>1 \text { and } \gamma \in(1 / 2,1), c \in(0, \infty) \tag{3.2.1}
\end{equation*}
$$

By a time scaling, we may assume that $X_{t}$ solves

$$
\begin{equation*}
\mathrm{d} X_{t}=\left|X_{t}\right|^{k} \mathrm{~d} t+t^{-\frac{\gamma}{2(1-\gamma)}} \mathrm{d} B_{t}, k>1 \text { and } \gamma \in(1 / 2,1) . \tag{3.2.2}
\end{equation*}
$$

Notice, that the noise is scaled differently. However, it will be evident that only the order of the noise is relevant. The $\operatorname{SDE}$ (3.2.2) will be the primary focus of the next subsection and the results will apply to solutions of (3.2.1), as well.

We define another process that will be fundamental for our analysis, namely $Z_{t}=-\frac{X_{t}}{h(t)}$ where $h(t)=-t^{\frac{1}{1-k}}$. Next, we find the SDE that $Z_{t}$ satisfies.

Proposition 3.9. Suppose that $\left(X_{t}\right)_{t \geq 1}$ solve (3.2.1), and set $C(c)=\frac{1}{c(k-1)}, h(t)=$
$-t^{\frac{1}{1-k}}$. Then, the process $Z_{t}=-\frac{X_{t}}{h(t)}$ satisfies

$$
\begin{equation*}
Z_{t}-Z_{s}=\int_{s}^{t} c \frac{X_{u}}{h(u)}\left(C \frac{|h(u)|^{k}}{h(u)}-\frac{\left|X_{u}\right|^{k}}{X_{u}}\right) \mathrm{d} u+\int_{s}^{t}-\frac{1}{h(u)} u^{-\frac{\gamma}{2(1-\gamma)}} \mathrm{d} B_{u} \tag{3.2.3}
\end{equation*}
$$

Also, before $X_{t}$ hits zero we get a solution purely in terms of $Z_{t}$,

$$
\begin{equation*}
Z_{t}-Z_{s}=\int_{s}^{t} c|h(u)|^{k-1} Z_{u}\left(C-\left(-Z_{u}\right)^{k-1}\right) \mathrm{d} u+\int_{s}^{t}-\frac{1}{h(u)} u^{-\frac{\gamma}{2(1-\gamma)}} \mathrm{d} B_{u} . \tag{3.2.4}
\end{equation*}
$$

Proof: Recall that since $h(t)$ is a continuous function, the covariance $\left\langle h(t), Z_{t}\right\rangle=$
0 . Using Itô's formula we obtain

$$
\mathrm{d} Z_{t}=-\frac{1}{h(t)} \mathrm{d} X_{t}+X_{t} \mathrm{~d}\left(-\frac{1}{h(t)}\right) .
$$

Thus,

$$
\begin{aligned}
Z_{t}-Z_{s} & =\int_{s}^{t}-\frac{1}{h(u)} c\left|X_{u}\right|^{k} \mathrm{~d} u+\int_{s}^{t}-\frac{1}{h(u)} u^{-\frac{\gamma}{2(1-\gamma)}} \mathrm{d} B_{u}+\int_{s}^{t} X_{u} \frac{h^{\prime}(u)}{h(u)^{2}} \mathrm{~d} u \\
& =\int_{s}^{t} X_{u} \frac{h^{\prime}(u)}{h(u)^{2}}-\frac{1}{h(u)} c\left|X_{u}\right|^{k} \mathrm{~d} u+\int_{s}^{t}-\frac{1}{h(u)} u^{-\frac{\gamma}{2(1-\gamma)}} \mathrm{d} B_{u} \\
& =\int_{s}^{t} c \frac{X_{u}}{h(u)}\left(\frac{h^{\prime}(u)}{c h(u)}-\frac{\left|X_{u}\right|^{k}}{X_{u}}\right) \mathrm{d} u+\int_{s}^{t}-\frac{1}{h(u)} u^{-\frac{\gamma}{2(1-\gamma)}} \mathrm{d} B_{u} \\
& =\int_{s}^{t} c \frac{X_{u}}{h(u)}\left(\frac{1}{c(k-1)} \frac{|h(u)|^{k}}{h(u)}-\frac{\left|X_{u}\right|^{k}}{X_{u}}\right) \mathrm{d} u+\int_{s}^{t}-\frac{1}{h(u)} u^{-\frac{\gamma}{2(1-\gamma)}} \mathrm{d} B_{u} .
\end{aligned}
$$

The SDE (3.2.4) is an immediate consequence of the last line of the previous calculation.

In the next proposition, we describe some properties of the noise for the process $Z_{t}$, and give a very important inequality for subsection 3.2.2, which relates the order of the deterministic system converging to zero and order of the remaining noise for $X_{t}$, i.e., the order of $\left\langle\int_{s}^{\infty} u^{-\frac{\gamma}{2(1-\gamma)}} \mathrm{d} B_{u}\right\rangle$.

Proposition 3.10. Set $G_{s, t}^{\prime}=\int_{s}^{t}-\frac{1}{h(u)} u^{-\frac{\gamma}{2(1-\gamma)}} \mathrm{d} B_{u}$, the noise term of (3.2.4) and (3.2.3).

1. In the regime $\frac{1}{2}+\frac{k}{2} \geq \gamma,\left\langle G_{s, \infty}^{\prime}\right\rangle=\infty$
2. In the regime $\frac{1}{2}+\frac{k}{2}<\gamma,\left\langle G_{s, \infty}^{\prime}\right\rangle<\infty$
3. Also, given the same conditions as in part 1 for the pair $(k, \gamma)$, the following inequality is true

$$
\frac{1}{k-1} \geq \frac{2 \gamma-1}{2(1-\gamma)}
$$

Proof: We calculate its quadratic variation at time $t$, namely, $\left\langle G_{s, t}^{\prime}\right\rangle=\int_{s}^{t} \frac{1}{h(u)^{2}} u^{-\frac{\gamma}{(1-\gamma)}} \mathrm{d} u$. Notice that by the definition of $h(t)$, we have $h(t)^{-1}=\Theta\left(t^{\frac{1}{k-1}}\right)$, therefore $-\frac{1}{h(u)^{2}} u^{-\frac{\gamma}{(1-\gamma)}}=$ $\Theta\left(u^{\frac{2}{k-1}-\frac{\gamma}{1-\gamma}}\right)$. Consequently, $\left\langle G_{s, \infty}^{\prime}\right\rangle=\infty$ when

$$
\frac{2}{k-1}-\frac{\gamma}{1-\gamma} \geq-1 \Longleftrightarrow \frac{2}{k-1}+\frac{1}{\gamma-1} \geq-2
$$

In the first regime we have,

$$
\begin{align*}
\frac{1}{2}+\frac{1}{2 k} \geq \gamma & \Longleftrightarrow \frac{k-1}{2 k} \leq 1-\gamma \Longleftrightarrow \frac{2 k}{k-1} \geq \frac{1}{1-\gamma} \\
& \Longleftrightarrow \frac{2}{k-1}+2 \geq \frac{1}{1-\gamma} \Longleftrightarrow \frac{2}{k-1}+\frac{1}{1-\gamma} \geq-2 \tag{3.2.5}
\end{align*}
$$

So, indeed, when $\frac{1}{2}+\frac{1}{2 k} \geq \gamma,\left\langle G_{s, \infty}^{\prime}\right\rangle=\infty$. Also, from the previous calculation we see that when $\frac{1}{2}+\frac{1}{2 k}<\gamma$ then $\frac{2}{k-1}-\frac{\gamma}{1-\gamma}<-1$, therefore when $\frac{1}{2}+\frac{1}{2 k}<\gamma,\left\langle G_{s, t}^{\prime}\right\rangle<$ $\infty$. Finally, rearranging the first inequality of (3.2.5) we obtain $\frac{1}{k-1} \geq \frac{2 \gamma-1}{2(1-\gamma)}$.

The solution of the $\operatorname{SDE}$ (3.2.2), when $X_{t}$ is positive, explodes in finite time. However, since we are interested in the behavior of $X_{t}$ when $X_{t}<M$ for a positive constant $M$, we may change the drift when $X_{t}$ surpasses the value $M$, which in turn it would imply that SDE (3.2.2) admits strong solutions. One way to do this is by studying the SDE whose drift term is equal to $|x|^{k}$ when $|x|<M$ and $M$ when $|x|>M$. This SDE can be seen to admit strong solutions for infinite time. The reason is that this process $X_{t}$ is a.s. bounded from below, as the drift is positive. Also, $X_{t}$ cannot explode to plus infinity in finite time since the drift is bounded from above when $X_{t}$ is positive. However, for simplicity, we will use the form as shown in (3.2.2).

### 3.2.2 Analysis of $X_{t}$ when $1 / 2+1 / 2 k \geq \gamma, k>1$ and $\gamma \in(1 / 2,1)$

The main result of this subsection is the following theorem.

Theorem 3.11. Let $\left(X_{t}\right)_{t \geq 1}$, that solves (3.2.2). When $1 / 2+1 / 2 k \geq \gamma, X_{t} \rightarrow \infty$ a.s.

We will see its proof at the end of the subsection. Now, we will prove an important proposition, which shows that $X_{t}$ cannot stay far away from the left of the origin.

Proposition 3.12. Let $\left(X_{t}\right)_{t \geq 1}$ solve (3.2.1) for $c=1$. Then, for some $\beta<0$, the event $\left\{X_{t} \geq \beta t^{\frac{1-2 \gamma}{2(1-\gamma)}}\right.$ i.o. $\}$ has probability 1.

Proof: Set $G_{t}^{\prime}=\int_{s}^{t}-\frac{1}{h(u)} u^{-\frac{\gamma}{2(1-\gamma)}} \mathrm{d} B_{u}$, which corresponds to the noise term of (3.2.4). First, we will prove that $\left\{X_{t} \geq C^{\prime} h(t)\right.$, i.o. $\}$ a.s., where $C^{\prime}>C^{\frac{1}{k-1}}$ and $C=C(1)=\frac{1}{k-1}$. To do so, we will argue by contradiction. Assume that $A=\left\{\exists s, X_{t}<C^{\prime} \cdot h(t) \forall t>s\right\}$ has positive measure. Take $\omega \in A$, and find $s(\omega)$ such that $X_{t}<C^{\prime} \cdot h(t)$ for all $t>s$. Notice, that this implies that $Z_{t}<-C^{\prime}$ for $t>s$. Take $u>s$, since $\frac{|x|^{k}}{x}$ is increasing we see that $\frac{\left|X_{u}\right|^{k}}{X_{u}}<C^{\prime k-1} \frac{|h(u)|^{k}}{h(u)}<C \frac{|h(u)|^{k}}{h(u)}$. This in turn gives $C \frac{|h(u)|^{k}}{h(u)}-\frac{\left|X_{u}\right|^{k}}{X_{u}}>0$. Therefore $\int_{s}^{t} \frac{X_{u}}{h(u)}\left(C \frac{|h(u)|^{k}}{h(u)}-\frac{\left|X_{u}\right|^{k}}{X_{u}}\right) \mathrm{d} u>0$ for all $t>0$. However, since $G_{w, t}^{\prime}:=\int_{w}^{t}-\frac{1}{h(u)} u^{-\frac{\gamma}{2(1-\gamma)}} \mathrm{d} B_{u}$ for any fixed $w$ has infinite quadratic variation, we may find $G_{s, t}^{\prime}>-Z_{s}$. Now, from (3.2.3) we get

$$
\begin{aligned}
Z_{t} & =\int_{s}^{t} \frac{X_{u}}{h(u)}\left(C \frac{|h(u)|^{k}}{h(u)}-\frac{\left|X_{u}\right|^{k}}{X_{u}}\right) \mathrm{d} u+Z_{s}+G_{s, t}^{\prime} \\
& >0
\end{aligned}
$$

This contradicts the fact that $Z_{t}<-C^{\prime}$. Therefore $\left\{X_{t}>C^{\prime} h(t)\right.$, i.o. $\}$ a.s.

Finally, in Proposition 3.10 part 3 we have shown that $\frac{1}{k-1} \geq \frac{2 \gamma-1}{2(1-\gamma)}$, therefore $-t^{\frac{1}{1-k}} \geq-t^{\frac{1-2 \gamma}{2(1-\gamma)}}$. So, we conclude that there exists a constant $\beta<0$ such that $\left\{X_{t} \geq \beta t^{\frac{1-\gamma \gamma}{2(1-\gamma)}}\right.$ i.o. $\}$ holds a.s.

Corollary 3.13. Let $\left(X_{t}\right)_{t \geq 1}$ solve (3.2.1) for $c=1$. Then $\liminf _{t \rightarrow \infty} X_{t}>0$ almost surely.

Proof: Set $G_{s, t}=\int_{s}^{t} u^{-\frac{\gamma}{2(1-\gamma)}} \mathrm{d} B_{u}$ and note that $\left\langle G_{s, \infty}\right\rangle=\Theta\left(s^{\frac{1-2 \gamma}{1-\gamma)}}\right)$. Fix $\gamma>0$, since $\left\langle G_{s, \infty}\right\rangle=\Theta\left(s^{\frac{1-2 \gamma}{1-\gamma}}\right)$ for any $u>0$, it is possible to find by using the reflection principle $W(u)>u>0$ such that

$$
\begin{equation*}
\mathbb{P}\left(\sup _{u<t<W(u)} G_{u, t}>\gamma u^{\frac{1-2 \gamma}{2(1-\gamma)}}\right)>\delta \tag{3.2.6}
\end{equation*}
$$

for $\delta$ independent of $u$. Take $\gamma>-\beta$, where $\beta$ is such that $\left\{X_{t} \geq \beta t^{\frac{1-2 \gamma}{2(1-\gamma)}}\right.$ i.o. $\}$ (as in Proposition 4.3). Now, using the lower bound $X_{t}-X_{s} \geq G_{s, t}$, we obtain

$$
\begin{equation*}
\mathbb{P}\left(\sup _{s<t<W(s)} X_{t}-X_{s}>\gamma s^{\frac{1-2 \gamma}{2(1-\gamma)}}\right) \geq \mathbb{P}\left(\sup _{s<t<W(s)} G_{s, t}>\gamma s^{\frac{1-2 \gamma}{2(1-\gamma)}}\right)>\delta \tag{3.2.7}
\end{equation*}
$$

When $X_{s} \geq \beta s^{\frac{1-2 \gamma}{2(1-\gamma)}}$ observe that on the event $\left\{\sup _{s<t<W(s)} X_{t}-X_{s}>\gamma s^{\frac{1-2 \gamma}{2(1-\gamma)}}\right\}$ there is $\tau_{s}$ such that $X_{\tau_{s}} \geq X_{s}+\beta s^{\frac{1-2 \gamma}{2(1-\gamma)}}=(\gamma+\beta) s^{\frac{1-2 \gamma}{2(1-\gamma)}} \geq 0$. Hence, if we choose a sequence of stopping times such that $X_{\tau_{n}} \geq \beta \tau_{n}^{\frac{1-2 \gamma}{2(1-\gamma)}}$ and $\tau_{n+1}>W\left(\tau_{n}\right)$, we have $\mathbb{P}\left(\left.\sup _{\tau_{n}<t<\tau_{n+1}} G_{\tau_{n}, t}>\gamma \tau_{n} \frac{1-2 \gamma}{2(1-\gamma)} \right\rvert\, \mathcal{F}_{\tau_{n}}\right)>\delta$. So, by Borel-Cantelli (Lemma 2.6) on the events $\left\{\sup _{\tau_{n}<t<\tau_{n+1}} X_{t}-X_{\tau_{n}}>\gamma \tau_{n}^{\frac{1-2 \gamma}{2(1-\gamma)}}\right\}$ we may conclude that $\left\{X_{t} \geq 0\right.$ i.o. $\}$ has probability 1. Define $\tau_{n}$ as before, except that instead of $X_{\tau_{n}} \geq \beta \tau_{n}^{\frac{1-2 \gamma}{2(1-\gamma)}}$ we set
$X_{\tau_{n}} \geq 0$, by Borel-Cantelli we obtain that $\left\{X_{t} \geq \gamma t^{\frac{1-2 \gamma}{2(1-\gamma)}}\right.$ i.o. $\}$ has probability 1 .
Since $G_{s, t}$ is symmetric and $\left\langle G_{s, \infty}\right\rangle=\Theta\left(s^{\frac{1-2 \gamma}{1-\gamma)}}\right)$

$$
\begin{aligned}
\mathbb{P}\left(\inf _{s<t<\infty} X_{t}-X_{s}>-\frac{\gamma}{2} s^{\frac{1-2 \gamma}{2(1-\gamma)}}\right) & \geq \mathbb{P}\left(\inf _{s<t<\infty} G_{s, t}>-\frac{\gamma}{2} s^{\frac{1-2 \gamma}{2(1-\gamma)}}\right) \\
& =1-\mathbb{P}\left(\sup _{s<t<\infty} G_{s, t}>\frac{\gamma}{2} s^{\frac{1-2 \gamma}{2(1-\gamma)}}\right) \\
& >\delta^{\prime}>0 .
\end{aligned}
$$

for some $\delta^{\prime}$ independent of $s$.
Define $\tau_{n}$ such that $X_{\tau_{n}} \geq \gamma \tau_{n} \frac{1-2 \gamma}{2(1-\gamma)}$, and set $\mathcal{F}_{\tau_{n}}=\mathcal{F}_{n}$ To show that $A=$ $\left\{\liminf _{\rightarrow \infty} X_{t} \leq 0\right\}$ has probability zero, it suffices to argue that there is a $\delta$ such that $\mathbb{P}\left(A \mid \mathscr{F}_{n}\right)<1-\delta$, a.s. for all $n \geq 1$. This is immediate from the previous calculation. Indeed,

$$
\begin{aligned}
\mathbb{P}\left(A \mid \mathscr{F}_{n}\right) & \leq 1-\mathbb{P}\left(\left.\inf _{\tau_{n} \leq u<\infty} X_{u}-X_{\tau_{n}}>-\frac{\gamma}{2} \tau_{n}^{\frac{1-2 \gamma}{2(1-\gamma)}} \right\rvert\, \mathscr{F}_{n}\right) \\
& <1-\delta^{\prime} .
\end{aligned}
$$

Proof of Theorem 3.11: Since $X_{t}$ is a solution of (3.2.2), we have $X_{t}-$ $X_{1}=\int_{1}^{t}\left|X_{u}\right|^{k} \mathrm{~d} u+G_{1, t}$. From Corollary 3.13 we know that $\lim _{\inf }^{t \rightarrow \infty}, ~ X_{t}>0$ a.s., therefore $\int_{1}^{t}\left|X_{u}\right|^{k} \mathrm{~d} u \rightarrow \infty$ almost surely. However, since $\left\langle G_{1, \infty}\right\rangle<\infty$, we have that $\lim \sup _{t \rightarrow \infty}\left|G_{1, t}\right|<\infty$ a.s.. Therefore, $X_{t} \rightarrow \infty$ a.s..

### 3.2.3 Analysis of $X_{t}$ when $\frac{1}{2}+\frac{1}{2 k}<\gamma$, and $k>1$

We now state the main theorem of this subsection, which we will prove at the end.

Theorem 3.14. The process $\left(X_{t}\right)_{t \geq 1}$ the solution of (3.2.1), converges to zero with positive probability, when $X_{1}<0$.

We prove a technical lemma first.

Lemma 3.15. Let $\left(Z_{t}\right)_{t \geq s}$ solve (3.2.3), and set $G_{t}^{\prime}=\int_{s}^{t}-\frac{1}{h(u)} u^{-\frac{\gamma}{2(1-\gamma)}} \mathrm{d} B_{u}$. Suppose that $Z_{s}>-\left(\frac{C}{k}\right)^{\frac{1}{k-1}}$. Define $A=\left\{G_{t}^{\prime} \in(-\epsilon, \epsilon) \forall t \in(s, s+\delta)\right.$, and $G_{t}^{\prime} \in$ $\left.\left(-2 \epsilon,-\frac{9}{10} \epsilon\right) \forall t \in(s+\delta, \infty)\right\}$. Then:

1. $\mathbb{P}(A)>0, \forall \epsilon, \delta>0$.
2. For all $\epsilon>0$ small enough, there is $\delta>0$ such that $Z_{t}<-\frac{5 \epsilon}{3}, \forall t \in(s, s+\delta)$ on $A$.
3. Define $\tau_{C}=\inf \left\{t>s \left\lvert\, Z_{t}=-2\left(\frac{C}{k}\right)^{\frac{1}{k-1}}\right.\right\}$, then $\tau_{C}>s+\delta$ almost surely, where $\delta$ is the same as part 2.

## Proof:

1. This is immediate, since in Proposition 3.10 part 2 we have shown that $\left\langle G_{\infty}^{\prime}\right\rangle<\infty$.
2. The first restriction on $\epsilon$ is such that $Z_{s}<-3 \epsilon$. Next, we begin by defining $f_{1}$ and $f_{2}$ on $(s, s+\delta)$ satisfying

$$
\begin{equation*}
f^{\prime}(x)=c|h(x)|^{k-1} f(x)\left(C-\left(-f(x)^{k-1}\right)\right) \tag{3.2.8}
\end{equation*}
$$

where $c$ and $C$ are the same as the parameters of $\operatorname{SDE~(3.2.3),~with~initial~}$ conditions satisfying $-\left(\frac{C}{k}\right)^{\frac{1}{k-1}}<Z_{s}+\epsilon<f_{1}(s)<-\frac{5 \epsilon}{3}$, and $-\left(\frac{C}{k}\right)^{\frac{1}{k-1}}<$ $f_{2}(s)<Z_{s}-\epsilon$.

Also, we define the function $q(x)=x\left(C-(-x)^{k-1}\right)$, whose derivative is $q^{\prime}(x)=C-k(-x)^{k-1}$, which implies that $q(x)$ is increasing on $\left(\left(-\frac{C}{k}\right)^{\frac{1}{k-1}}, 0\right)$. This function will be important later. We should also note, that $f$ is decreasing in intervals where $f(x) \in\left(-\left(\frac{C}{k}\right)^{\frac{1}{k-1}}, 0\right)$, since there $f^{\prime}(x)<0$.

We can pick the $\delta>0$, such that $f_{2}(t)>-\left(\frac{C}{k}\right)^{\frac{1}{k-1}}, \forall t \in(s, s+\delta)$. We will show that $Z_{t}>f_{2}(t)$ on $(s, s+\delta)$ by contradiction. Using the $\operatorname{SDE}$ (3.2.4) for $Z_{t}$, we get that

$$
\begin{equation*}
Z_{t}-Z_{s}=\int_{s}^{t} c|h(u)|^{k-1} Z_{u}\left(C-\left(-Z_{u}\right)^{k-1}\right) \mathrm{d} u+g(t) \tag{3.2.9}
\end{equation*}
$$

where $g(t)$ is a continuous function such that $\sup _{t \in(s, s+\delta)}|g(t)| \leq \epsilon$. Assume that $f_{2}, Z$ become equal at some point, and choose $t$ to be the first time. Using
the integral form of (3.2.8), and subtracting it from (3.2.4), we get

$$
\begin{aligned}
0=Z_{t}-f_{2}(t) & =Z_{s}-f_{2}(s)+\int_{s}^{t} c|h(u)|^{k-1} Z_{u}\left(C-\left(-Z_{u}\right)^{k-1}\right) \\
& -c|h(u)|^{k-1} f_{2}(u)\left(C-\left(-f_{2}(u)\right)^{k-1}\right) \mathrm{d} u+g(t) \\
& =Z_{s}+g(t)-f_{2}(s)+(t-s)\left(c|h(\xi)|^{k-1} Z_{\xi}\left(C-\left(-Z_{\xi}\right)^{k-1}\right)\right. \\
& \left.-c|h(\xi)|^{k-1} f_{2}(\xi)\left(C-\left(-f_{2}(\xi)\right)^{k-1}\right)\right) \\
& >(t-s)\left(c|h(\xi)|^{k-1} Z_{\xi}\left(C-\left(-Z_{\xi}\right)^{k-1}\right)-c|h(\xi)|^{k-1} f_{2}(\xi)\left(C-\left(-f_{2}(\xi)\right)^{k-1}\right)\right)
\end{aligned}
$$

where in the last line we used that $Z_{s}+g(t)-f_{2}(s)>0$. Since $\xi<t$, we have that $Z_{\xi}>f_{2}(\xi)>-\left(\frac{C}{k}\right)^{\frac{1}{k-1}}$, and consequently $q\left(Z_{\xi}\right)>q\left(f_{2}(\xi)\right)$, so

$$
|h(\xi)|^{k-1} q\left(Z_{\xi}\right)>|h(\xi)|^{k-1} q\left(f_{2}(\xi)\right)
$$

Therefore,

$$
0<c|h(\xi)|^{k-1} Z_{\xi}\left(C-\left(-Z_{\xi}\right)^{k-1}\right)-c|h(\xi)|^{k-1} f_{2}(\xi)\left(C-\left(-f_{2}(\xi)\right)^{k-1}\right),
$$

which gives a contradiction.

Arguing similarly we can show that $f_{1}(t)>Z_{t}$ on $(s, s+\delta)$, which completes part 2.
3. Finally, for part 3 we observe that $Z_{t}>f_{2}(t)$ for $t \in(s, s+\delta)$, hence $\tau_{C}>s+\delta$
almost surely.

Before proving the theorem we will need the following proposition.

Proposition 3.16. Let $\left(X_{t}\right)_{t \geq s}$ solve (3.2.1). Assume that at time $s, X_{s}<0$, and $Z_{s}>-\left(\frac{C}{k}\right)^{\frac{1}{k-1}}$. Then the process with positive probability never returns to 0 .

Proof: The condition $1 / 2+1 / 2 k<\gamma$ as it has already been shown in Proposition 3.10 part 2, implies that $\left\langle G_{\infty}^{\prime}\right\rangle<\infty$. On the event $A$ as defined in Lemma 3.15, using (3.2.3), we get the following upper and lower bounds for all $t \geq s+\delta$

$$
\begin{align*}
-\frac{X_{t}}{h(t)} & \leq-\frac{X_{s}}{h(s)}+\int_{s}^{t} c \frac{X_{u}}{h(u)}\left(C \frac{|h(u)|^{k}}{h(u)}-\frac{\left|X_{u}\right|^{k}}{X_{u}}\right) \mathrm{d} u-\frac{9}{10} \epsilon  \tag{3.2.10}\\
-\frac{X_{t}}{h(t)} & \geq-\frac{X_{s}}{h(s)}+\int_{s}^{t} c \frac{X_{u}}{h(u)}\left(C \frac{|h(u)|^{k}}{h(u)}-\frac{\left|X_{u}\right|^{k}}{X_{u}}\right) \mathrm{d} u-2 \epsilon \tag{3.2.11}
\end{align*}
$$

Claim: On the event $A, X_{t}<0$, for all $t>s$.
Proof: We will argue by contradiction. Assume that $\mathbb{P}\left(\left\{\tau_{0}<\infty\right\} \cap A\right)>0$. We choose $\epsilon$, such that $\frac{3 \epsilon}{2}<C^{\frac{1}{k-1}}$. Now, define $\tau_{l}=\sup \left\{t \leq \tau_{0} \left\lvert\,-\frac{X_{t}}{h(t)}=-\frac{3 \epsilon}{2}\right.\right\}$ and notice that Lemma 3.15, implies that $\tau_{l \epsilon}>s+\delta$, since $Z_{t}<-\frac{5 \epsilon}{3}$, on $(s, s+\delta)$.

Also, on $\left\{\tau_{0}<\infty\right\} \cap A$ we have $\tau_{l}<\infty$. Then from (3.2.11) we see that

$$
\int_{s}^{\tau_{l}} c \frac{X_{u}}{h(u)}\left(C \frac{|h(u)|^{k}}{h(u)}-\frac{\left|X_{u}\right|^{k}}{X_{u}}\right) \mathrm{d} u \leq \frac{X_{s}}{h(s)}+\frac{\epsilon}{2}
$$

Therefore,

$$
\begin{equation*}
-\frac{X_{s}}{h(s)}+\int_{s}^{\tau_{l}} c \frac{X_{u}}{h(u)}\left(C \frac{|h(u)|^{k}}{h(u)}-\frac{\left|X_{u}\right|^{k}}{X_{u}}\right) \mathrm{d} u-\frac{9}{10} \epsilon \leq-\frac{2 \epsilon}{5} \tag{3.2.12}
\end{equation*}
$$

Now, notice that $X_{t}>\frac{3}{2} \epsilon h(t), \forall t \in\left(\tau_{l}, \tau_{0}\right)$, so if $w \in\left(\tau_{l}, \tau_{0}\right)$, we get $C \frac{|h(w)|^{k}}{h(w)}-\frac{\left|X_{w}\right|^{k}}{X_{w}}<$ $C \frac{|h(w)|^{k}}{h(w)}-C \frac{|h(w)|^{k}}{h(w)}=0$ and of course $\frac{X_{w}}{h(w)}>0$. So, we conclude that

$$
\begin{equation*}
\int_{\tau_{l}}^{\tau_{0}} c \frac{X_{u}}{h(u)}\left(C \frac{|h(u)|^{k}}{h(u)}-\frac{\left|X_{u}\right|^{k}}{X_{u}}\right) \mathrm{d} u<0 \tag{3.2.13}
\end{equation*}
$$

Combining (3.2.12), and (3.2.13), we get that

$$
\begin{aligned}
0=-\frac{X_{\tau_{0}}}{h\left(\tau_{0}\right)} & \leq-\frac{X_{s}}{h(s)}+\int_{s}^{\tau_{0}} c \frac{X_{u}}{h(u)}\left(C \frac{|h(u)|^{k}}{h(u)}-\frac{\left|X_{u}\right|^{k}}{X_{u}}\right) \mathrm{d} u-\frac{9}{10} \epsilon \\
& =-\frac{X_{s}}{h(s)}+\int_{s}^{\tau_{l}} c \frac{X_{u}}{h(u)}\left(C \frac{|h(u)|^{k}}{h(u)}-\frac{\left|X_{u}\right|^{k}}{X_{u}}\right) \mathrm{d} u-\frac{9}{10} \epsilon+ \\
& +\int_{\tau_{l}}^{\tau_{0}} c \frac{X_{u}}{h(u)}\left(C \frac{|h(u)|^{k}}{h(u)}-\frac{\left|X_{u}\right|^{k}}{X_{u}}\right) \mathrm{d} u \\
& \leq-\frac{2 \epsilon}{5}
\end{aligned}
$$

a contradiction.
We have developed all the tools necessary, to prove the theorem.
Proof of Theorem 3.14: Define a stopping time $\sigma=\inf \left\{t \left\lvert\, Z_{t}>-\left(\frac{C}{k}\right)^{\frac{1}{k-1}}\right.\right\}$. If the event $\{\sigma<\infty\}$ has positive probability, then Proposition 3.16 implies that $X_{t}$ converges to zero with positive probability. Indeed, remember from Lemma 2.2 that $\liminf _{t \rightarrow \infty} X_{t} \geq 0$ a.s.. Therefore, since on the event $A$ as defined in Lemma
3.15 we have $\lim \sup _{t \rightarrow \infty} X_{t} \leq 0$, we deduce $\lim _{t \rightarrow \infty} X_{t}=0$. To finish the proof, it suffices to show that when $\{\sigma<\infty\}$ has zero probability then $X_{t} \rightarrow 0$ with positive probability. This is easy to see since $\mathbb{P}(\{\sigma<\infty\})=0$ implies that $Z_{t}$, never hits zero, therefore $\limsup _{t \rightarrow \infty} X_{t} \leq 0$ on $\{\sigma<\infty\}$.

We now prove a proposition that will be used in the next section.

Proposition 3.17. Let $\left(X_{t}\right)_{t \geq s}$ solve (3.2.1). Take the event $A$, such that Lemma 3.15 holds, where $\epsilon<\left(\frac{C}{k}\right)^{\frac{1}{k-1}}$, where $C(c)=\frac{1}{c(k-1)}$ as in the parameter $C$ of $S D E$ (3.2.3). Then, on $A$ the process $X_{t}$ stays within a region of the origin. More specifically, $Z_{t}>-2\left(\frac{C}{k}\right)^{\frac{1}{k-1}}$.

Proof: Let $\tau_{C}=\inf \left\{t>s \left\lvert\, Z_{t}=-2\left(\frac{C}{k}\right)^{\frac{1}{k-1}}\right.\right\}$, and define $\sigma=\sup \left\{\tau_{C}>t>\right.$ $\left.s \left\lvert\, Z_{t}=-\left(\frac{C}{k}\right)^{\frac{1}{k-1}}\right.\right\}$. We will show that $\tau_{C}=\infty$ a.s.. We assume otherwise, and reach a contradiction. From Lemma 3.15 part 3, we know that $\tau_{C}>s+\delta$. Therefore,

$$
\begin{aligned}
Z_{\tau_{C}} & \geq Z_{s}+\int_{s}^{t} c|h(u)|^{k-1} Z_{u}\left(C-\left(-Z_{u}\right)^{k-1}\right) \mathrm{d} u-2 \epsilon \\
& \geq Z_{\sigma}-Z_{\sigma}+Z_{s}+\int_{s}^{t} c|h(u)|^{k-1} Z_{u}\left(C-\left(-Z_{u}\right)^{k-1}\right) \mathrm{d} u-2 \epsilon \\
& \geq Z_{\sigma}+\frac{9 \epsilon}{10}-2 \epsilon>-2\left(\frac{C}{k}\right)^{\frac{1}{k-1}}
\end{aligned}
$$

the desired contradiction.

### 3.3 Analysis of $\mathrm{d} L_{t}=\frac{f\left(L_{t}\right)}{t^{\gamma}} \mathrm{d} t+\frac{1}{t^{\gamma}} \mathrm{d} B_{t}$.

For this section, we assume that $f$ is globally Lipschitz. For $f$ as before, we define

$$
\begin{equation*}
\mathrm{d} L_{t}=\frac{f\left(L_{t}\right)}{t^{\gamma}} \mathrm{d} t+\frac{1}{t^{\gamma}} \mathrm{d} B_{t}, \gamma \in\left(\frac{1}{2}, 1\right] \tag{3.3.1}
\end{equation*}
$$

By our assumptions on $f$, the $\operatorname{SDE}$ (3.3.1) admits strong solutions. Also, we define a more general SDE, namely

$$
\begin{equation*}
\mathrm{d} X_{t}=f\left(X_{t}\right) \mathrm{d} t+g(t) \mathrm{d} B_{t} \tag{3.3.2}
\end{equation*}
$$

where $g: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{>0}$ is continuous, and $T=\int_{0}^{\infty} g^{2}(t) \mathrm{d} t$ is possibly infinite.

Proposition 3.18. Let $\left(X_{t}\right)_{t \geq 1}$ be a solution of (3.3.2). Then for every $t, c>0$, and $x \in \mathbb{R}, \mathbb{P}\left(X_{t} \in(x-c, x+c)\right)>0$.

Proof: Firstly, we change time. Let $\xi(t)=\int_{0}^{t} g^{2}(t) \mathrm{d} t$, and define $\tilde{X}_{t}=X_{\xi^{-1}(t)}$. Then,

$$
\begin{equation*}
\mathrm{d} \tilde{X}_{t}=\frac{f\left(\tilde{X}_{t}\right)}{g^{2}\left(\xi^{-1}(t)\right)} \mathrm{d} t+\mathrm{d} B_{t} \tag{3.3.3}
\end{equation*}
$$

This gives a well defined SDE whose solution is defined on $\left[0, T^{\prime}\right]$ for $T^{\prime} \in \mathbb{R}, T^{\prime}<T$. The path space measure of $\tilde{X}_{t}$ is mutually absolutely continuous to the one induced from the Brownian motion. Since the Brownian motion satisfies the property described in the proposition, so does $X_{t}$.

We give the proof of Theorems 1.9 and 1.10. For the proofs, we use that the
theorems hold if and only if they hold for their corresponding reparameterizations.
Proof of Theorem 1.9 part $1 \& 2$ : Both parts can be proved simultaneously. Let $\tau=\inf \left\{t \mid X_{t} \in(-\epsilon, \epsilon)\right\}$, and $\tau^{\prime}=\inf \left\{t>\tau \mid X_{t} \in\{-3 \epsilon, 3 \epsilon\}\right\}$. Now, define a stochastic process $\left(U_{t}\right)_{t \geq \tau}$ started on $\mathscr{F}_{\tau}$ that satisfies (3.2.2) with $U_{\tau}=-2 \epsilon$. From Proposition 2.3, we see that $U_{t}<X_{t}, \forall t \in\left(\tau, \tau^{\prime}\right)$. Now, we can see that $\mathbb{P}\left(\tau^{\prime}=\infty\right)=0$. Indeed, $\mathbb{P}\left(\tau^{\prime}=\infty\right) \leq \mathbb{P}\left(U_{t} \leq 3 \epsilon \forall t \geq \tau\right) \leq 1-\mathbb{P}\left(U_{t} \rightarrow \infty\right)=0$.

Proof Theorem 1.10 part 1: Suppose $\mathcal{N}=(-3 \epsilon, 3 \epsilon)$ for $\epsilon>0$. Without loss of generality and for the purposes of this proof, assume that $\epsilon<\min \left(\left(\frac{C(1)}{k}\right)^{\frac{1}{k-1}},\left(\frac{C(c)}{k}\right)^{\frac{1}{k-1}}\right)$. Pick a time $z$ such that $h(t) \geq-\frac{3}{2}\left(\frac{k}{C(c)}\right)^{\frac{1}{k-1}} \epsilon$ for all $t \geq z$, and define $\tau=$ $\inf \left\{t \geq z \mid X_{t} \in(-\epsilon, \epsilon)\right\}$, and $\tau^{\prime}=\inf \left\{t>\tau \mid X_{t} \in\{-3 \epsilon, 3 \epsilon\}\right\}$. From Proposition 3.18, $\tau<\infty$ with positive probability. Now, we define two stochastic processes $\left(Y_{t}\right)_{t \geq \tau},\left(Y_{t}^{\prime}\right)_{t \geq \tau}$ in the same probability space as $X_{t}$ started on $\mathscr{F}_{\tau}$, that satisfy (3.2.1) with drift constant 1 and $c$ respectively. From Proposition 2.3, we see that if $Y_{\tau}>X_{\tau}>Y_{\tau}^{\prime}$, then $Y_{t}>X_{t}>Y_{t}^{\prime}$ for all $t \in\left(\tau, \tau^{\prime}\right)$. We set $Y_{\tau}^{\prime}$, such that $X_{\tau}>Y_{\tau}^{\prime}$, and $Z_{t}^{Y^{\prime}}=-\frac{Y_{t}^{\prime}}{h(t)}>\max \left(-\left(\frac{C(1)}{k}\right)^{\frac{1}{k-1}},-\left(\frac{C(c)}{k}\right)^{\frac{1}{k-1}}\right)$. Now, we should show that $\left\{\tau^{\prime}=\infty\right\} \cap\left\{Y_{t} \rightarrow 0\right\} \cap\left\{Y_{t}^{\prime} \rightarrow 0\right\}$ is non trivial. Take $\epsilon_{1}$ and $\epsilon_{c}$, both less than $\epsilon$, as in the statement of Lemma 3.15 for $Y_{t}$ and $Y_{t}^{\prime}$ respectively, and pick $\epsilon^{\prime}=\min \left(\epsilon_{1}, \epsilon_{c}\right)$. For $\epsilon^{\prime}$, using Lemma 3.15, we know we can find $\delta_{1}$ and $\delta_{c}$ such that on $A_{1}=$ $\left\{G_{t} \in\left(-\epsilon^{\prime}, \epsilon^{\prime}\right)\right.$ for all $t \in\left(s, s+\delta_{1}\right)$, and $G_{t} \in\left(-2 \epsilon^{\prime},-\frac{9}{10} \epsilon^{\prime}\right)$ for all $\left.t \in\left(s+\delta_{1}, \infty\right)\right\}$ we have $Y_{s} \rightarrow 0$, and on $A_{c}=\left\{G_{t} \in\left(-\epsilon^{\prime}, \epsilon^{\prime}\right)\right.$ for all $t \in\left(s, s+\delta_{c}\right)$, and $G_{t} \in$ $\left(-2 \epsilon^{\prime},-\frac{9}{10} \epsilon^{\prime}\right)$ for all $\left.t \in\left(s+\delta_{c}, \infty\right)\right\}$ we have $Y_{s}^{\prime} \rightarrow 0$. From here, since $A_{1} \cap A_{c}$ is
non trivial, we only need to argue that $\left\{\tau^{\prime}=\infty\right\} \supset A \cap A^{\prime}$. From the remark of Lemma 3.15 we see that $Y_{t}$ and $Y_{t}^{\prime}$ always stay below 0 on $A_{1} \cap A_{c}$. Also, from Proposition 3.17, we see that $Z_{t}^{Y^{\prime}}>-2\left(\frac{C(c)}{k}\right)^{\frac{1}{k-1}}$. Equivalently, and using that $h(t) \geq-\frac{3}{2}\left(\frac{k}{C(c)}\right)^{\frac{1}{k-1}} \epsilon$,

$$
\begin{aligned}
& Y_{t}^{\prime}>2 h(t)\left(\frac{C(c)}{k}\right)^{\frac{1}{k-1}} \\
& \quad \geq-3 \epsilon
\end{aligned}
$$

We now prove the second part of Theorem 1.10.
Proof Theorem 1.10 part 2: Let $\mathcal{N}=(-3 \epsilon, 0)$. Define $\tau=\inf \left\{t \geq 1 \mid X_{t} \in\right.$ $\left.\left(-\frac{3 \epsilon}{2},-\frac{5 \epsilon}{4}\right)\right\}$, and the exit time from $\mathcal{N}, \tau_{e}=\inf \left\{t \mid X_{t} \notin(-3 \epsilon, 0)\right\}$. From Proposition 3.18, we have that $\tau<\infty$ holds with positive probability. Define $\left(Y_{t}\right)_{\tau \leq t \leq \tau_{e}},\left(Y_{t}\right)_{\tau \leq t \leq \tau_{e}}$ to be two processes that satisfy (3.1.1) with constants $k_{1}, k_{2}$ respectively. Suppose that $Y_{\tau}<X_{\tau}<Y_{\tau}^{\prime}$ and $Y_{\tau}, Y_{\tau}^{\prime} \in(-2 \epsilon,-\epsilon)$. Then from Proposition 2.3, we get $Y_{t}<X_{t}<Y_{t}^{\prime}$, for all $t \in\left(\tau, \tau_{e}\right)$. Now, using Proposition 3.8, there is an event $A$ such that $Y_{t}, Y_{t}^{\prime} \in(-3 \epsilon, 0)$, for all $t \geq \tau$. Consequentially $X_{t} \in(-3 \epsilon, 0)$, for all $t \geq \tau$ since $\tau_{e}=\infty$ on $A$. Finally, using Lemma 2.2 we conclude that $Y_{t} \rightarrow 0$ on $A$, hence also $X_{t} \rightarrow 0$ on $A$.

## Chapter 4

## The discrete model

> 4.1 Analysis of $X_{n}$ when $\frac{1}{2}+\frac{1}{2 k}>\gamma, k>1$ and $\gamma \in(1 / 2,1)$

Throughout this section we assume $\frac{1}{2}+\frac{1}{2 k}>\gamma$. We will prove Theorem 1.11 at the end of the subsection with the help of Theorem 4.1. The former theorem is a local version of the latter. For Theorem 4.1 we will need $X_{n}$ that satisfy

$$
\begin{equation*}
X_{n+1}-X_{n} \geq \frac{\left|X_{n}\right|^{k}}{n^{\gamma}}+\frac{Y_{n+1}}{n^{\gamma}}, k>1 \text { and } \gamma \in(1 / 2,1) \tag{4.1.1}
\end{equation*}
$$

where $Y_{n}$ are a.s. bounded and $E\left(Y_{n+1} \mid \mathscr{F}_{n}\right)=0$. In this subsection we additionally require $Y_{n}$ to satisfy $E\left(Y_{n+1}^{2} \mid \mathscr{F}_{n}\right) \geq l>0$.

Theorem 4.1. Let $\left(X_{n}\right)_{n \geq 1}$ solve (4.1.1). Then $X_{t} \rightarrow \infty$ a.s..

Now, we develop the necessary tools to prove this theorem.

Proposition 4.2. Let $\left(X_{n}\right)_{n \geq 1}$ solve (4.1.1). The process $\left(X_{n}\right)_{n \geq 1}$ gets close to the origin infinitely often. More specifically, for $\beta<0$ the event $\left\{X_{n} \geq \beta n^{\frac{1-2 \gamma}{2}}\right.$ i.o. $\}$ has probability 1.

Proof: Now, from the restrictions on $k$ we obtain

$$
\frac{1}{2}+\frac{1}{2 k}>\gamma \Longleftrightarrow \frac{k-1}{2 k}<1-\gamma
$$

Set $h(t)=-t^{\frac{1-\gamma}{1-k}}$, and define $Z_{n}=-\frac{X_{n}}{h_{n}}$. From here, on the event $\left\{X_{m}<\right.$ 0 for all $m \geq n\}$, we get the following recursion,

$$
\begin{align*}
Z_{n+1}-Z_{n} & \geq-\frac{X_{n+1}}{h(n+1)}+\frac{X_{n}}{h(n)}  \tag{4.1.2}\\
& \geq-X_{n}\left(\frac{1}{h(n+1)}-\frac{1}{h(n)}\right)-\frac{\left|X_{n}\right|^{k}}{n^{\gamma} h(n+1)}-\frac{Y_{n+1}}{n^{\gamma} h(n+1)} \\
& \geq X_{n} \frac{1-\gamma}{k-1} \xi_{n}^{-\frac{1-\gamma}{1-k}-1}-\frac{\left|X_{n}\right|^{k}}{n^{\gamma} h(n+1)}-\frac{Y_{n+1}}{n^{\gamma} h(n+1)}, \text { where } \xi_{n} \in(n, n+1) \\
& \geq \frac{X_{n}}{h(n+1) n^{\gamma}}\left(\frac{1-\gamma}{k-1} \xi_{n}^{-\frac{1-\gamma}{1-k}-1} h(n+1) n^{\gamma}-\frac{\left|X_{n}\right|^{k}}{X_{n}}\right)-\frac{Y_{n+1}}{n^{\gamma} h(n+1)} \\
& \geq \frac{X_{n}}{h(n+1) n^{\gamma}}\left(-a_{n} \frac{1-\gamma}{k-1}|h(n)|^{k-1}-\frac{\left|X_{n}\right|^{k}}{X_{n}}\right)-\frac{Y_{n+1}}{n^{\gamma} h(n+1)}  \tag{4.1.3}\\
& \geq \frac{X_{n}}{h(n+1) n^{\gamma}}\left(-\frac{2(1-\gamma)}{k-1}|h(n)|^{k-1}-\frac{\left|X_{n}\right|^{k}}{X_{n}}\right)-\frac{Y_{n+1}}{n^{\gamma} h(n+1)} \tag{4.1.4}
\end{align*}
$$

where

$$
\begin{equation*}
a_{n}=\frac{\xi_{n}^{\frac{-(1-\gamma)}{1-k}-1} h(n+1) n^{\gamma}}{-|h(n)|^{k-1}} \tag{4.1.5}
\end{equation*}
$$

To justify the inequality (4.1.4) for large enough $n$, notice that $a_{n} \rightarrow 1$.
Define $G_{s, n}^{\prime}=\sum_{i=s}^{n-1} \frac{Y i+1}{i h(i+1)}$. As seen in 4.1

Lemma 4.3. $\lim \sup _{n \rightarrow \infty} G_{1, n}^{\prime}=\infty$ a.s..

Proof: We use the following theorem, for a reference see [Fis92] page 676 Theorem 1,

Theorem 4.4. Let $X_{n}$ be a martingale difference such that $E\left(X_{i}^{2} \mid \mathscr{F}_{i-1}\right)<\infty$. Set $s_{n}^{2}=\sum_{i=1}^{n} E\left(X_{i}^{2} \mid \mathscr{F}_{i-1}\right)$, and define $\phi(x)=\left(2 \log _{2}\left(x^{2} \vee e^{2}\right)\right)^{\frac{1}{2}}$. We assume that $s_{n} \rightarrow \infty$ a.s. and that $\left|X_{i}\right| \leq \frac{K_{i} s_{i}}{\phi\left(s_{i}\right)}$ a.s. where $K_{i}$ is $\mathscr{F}_{i-1}$ measurable with $\limsup _{i \rightarrow \infty} K_{i}<K$ for some constant $K$. Then there is a positive constant $\epsilon(K)$ such that $\limsup _{n \rightarrow \infty} \sum_{i=1}^{n} \frac{X_{i}}{s_{n} \phi\left(s_{n}\right)} \geq \epsilon(K)$ a.s..

It is clear that $G_{1, n}^{\prime}$ satisfies all the hypothesis required for the aforementioned theorem to hold.

From Lemma 4.3, it is immediate that for any random time $s$ (not necessarily a stopping time) $\lim \sup _{n \rightarrow \infty} G_{s, n}^{\prime}=\infty$, a.s..

Now, we return to prove proposition 4.2. Assume that there is $n_{0}$ such that $X_{n}<-\left(\frac{3(1-\gamma)}{k-1}\right)^{\frac{1}{k-1}} n^{\frac{1-\gamma}{1-k}}$, for all $n \geq n_{0}$. Then, since $\frac{|x|^{k}}{x}$ is increasing we get that $\frac{\left|X_{n}\right|^{k}}{X_{n}}<-\frac{3(1-\gamma)}{k-1} n^{-1+\gamma}$. Therefore,
$-\frac{2(1-\gamma)}{k-1}|h(n)|^{k-1}-\frac{\left|X_{n}\right|^{k}}{X_{n}}>-\frac{2(1-\gamma)}{k-1} n^{1-\gamma}+\frac{3(1-\gamma)}{k-1} n^{1-\gamma}=\frac{(1-\gamma)}{k-1} n^{-1+\gamma}>0$

So,

$$
\begin{aligned}
Z_{n} & \geq Z_{n_{0}}+\sum_{i=n_{0}}^{n} \frac{X_{n}}{h(n+1) n^{\gamma}}\left(-\frac{2(1-\gamma)}{k-1}|h(n)|^{k-1}-\frac{\left|X_{n}\right|^{k}}{X_{n}}\right)-\frac{Y_{n+1}}{n^{\gamma} h(n+1)}+G_{n_{0}, n}^{\prime} \\
& >Z_{n_{0}}+G_{n_{0}, n}^{\prime},
\end{aligned}
$$

which gives $\lim \sup _{n \rightarrow \infty} Z_{n}=\infty$ which is a contradiction since this would imply $X_{n} \geq 0$.

Since $n^{\frac{1-\gamma}{1-k}}=o\left(n^{\frac{1-2 \gamma}{2}}\right)$, for every constant $\beta<0$, the event $\left\{X_{n} \geq \beta n^{\frac{1-2 \gamma}{2}}\right.$ i.o. $\}$, holds a.s.

We define $G_{n, u}=\sum_{i=n}^{u-1} \frac{Y i+1}{i^{\gamma}}$, which is an important quantity for the next lemma and the remaining of the section.

Lemma 4.5. For any $n$ large enough, we can find $a_{1}>0, \delta>0$ such that $\mathbb{P}\left(\sup _{u \geq n} G_{n, u} \geq\right.$ $\left.\left.a_{1} n^{\frac{1-2 \gamma}{2}} \right\rvert\, \mathscr{F}_{n}\right)>\delta$ and $\mathbb{P}\left(\left.G_{n, \infty} \geq a_{1} n^{\frac{1-2 \gamma}{2}} \right\rvert\, \mathscr{F}_{n}\right)>\delta$.

Proof: Define $\tau=\inf \left\{u \geq n \left\lvert\, G_{n, u} \notin\left(-a_{2} n^{\frac{1-2 \gamma}{2}}, a_{2} n^{\frac{1-2 \gamma}{2}}\right)\right.\right\}$. We calculate the
stopped variance of $G_{\tau}:=G_{n, \tau}$. We will do so recursively; fix $m \geq n$ and calculate,

$$
\begin{aligned}
\left.E\left(\left(G_{\tau \wedge m+1}\right)^{2} \mid \mathscr{F}_{n}\right)-E\left(G_{\tau \wedge m}\right)^{2} \mid \mathscr{F}_{n}\right) & =E\left(\left.1_{\tau>m}\left(2 \frac{Y_{m+1}}{m^{\gamma}} G_{m}+\frac{Y_{m+1}^{2}}{m^{2}}\right) \right\rvert\, \mathscr{F}_{n}\right) \\
& =E\left(\left.1_{\tau>m} 2 \frac{Y_{m+1}}{m^{\gamma}} G_{m} \right\rvert\, \mathscr{F}_{n}\right)+E\left(\left.1_{\tau>m} \frac{Y_{m+1}^{2}}{m^{2}} \right\rvert\, \mathscr{F}_{n}\right) \\
& =0+E\left(\left.1_{[\tau>m]} E\left(\left.\frac{Y_{m+1}^{2}}{m^{2 \gamma}} \right\rvert\, \mathscr{F}_{m}\right) \right\rvert\, \mathscr{F}_{n}\right) \\
& \geq \epsilon \frac{1}{m^{2 \gamma}} E\left(1_{[\tau>m]} \mid \mathscr{F}_{n}\right) \\
& \geq \epsilon \frac{1}{m^{2 \gamma}} \mathbb{P}\left(\tau=\infty \mid \mathscr{F}_{n}\right) .
\end{aligned}
$$

Therefore,

$$
\begin{align*}
E\left(\left(G_{\tau \wedge m}\right)^{2} \mid \mathscr{F}_{n}\right) & \geq E\left(\left(G_{\tau \wedge n}\right)^{2} \mid \mathscr{F}_{n}\right)+c \mathbb{P}\left(\tau=\infty \mid \mathscr{F}_{n}\right)\left(n^{1-2 \gamma}-(m-1)^{1-2 \gamma}\right) \\
& =c \mathbb{P}\left(\tau=\infty \mid \mathscr{F}_{n}\right)\left(n^{1-2 \gamma}-(m-1)^{1-2 \gamma}\right) \tag{4.1.6}
\end{align*}
$$

Notice that since $Y_{n}$ are a.s. bounded, $\left|G_{\tau}\right| \leq a_{2} n^{\frac{1-2 \gamma}{2}}+\frac{M}{n \gamma}$, and since $\gamma>\gamma-1 / 2$, we get that $\left|G_{\tau}\right| \leq 2 a_{2} n^{\frac{1-2 \gamma}{2}}$ for $n$ large enough. For $m$ large, we can find a constant $c^{\prime}$ such that $n^{1-2 \gamma}-(m-1)^{1-2 \gamma} \geq c^{\prime} n^{1-2 \gamma}$. Using (4.1.6), we obtain

$$
\frac{4 a_{2}^{2} n^{1-2 \gamma}}{\epsilon c^{\prime} n^{1-2 \gamma}}=\frac{4 a_{2}^{2}}{\epsilon c^{\prime}} \geq \mathbb{P}\left(\tau=\infty \mid \mathscr{F}_{n}\right)
$$

Choosing $a_{2}$ small enough we may conclude $\mathbb{P}\left(\tau<\infty \mid \mathscr{F}_{n}\right)>1 / 2$, for all $n$ large enough.

Now, we take any martingale $M_{n}$ starting at 0 , such that it exits an interval $(-2 a, 2 a)$, with at least probability $p$, and $\left|M_{n+1}-M_{n}\right|<a$, a.s.. Then, we stop the martingale upon exiting the interval $(-2 a, 2 a)$; namely, define $\tau_{-}$to be the first time $M_{n}$ goes below $-2 a$ and $\tau_{+}$to be the first time that $M_{n}$ surpasses $2 a$, and set $\tau=\tau_{-} \wedge \tau_{+}$. Using the optimal stopping theorem for the bounded martingale $M_{\tau \wedge n}$ and taking $n$ to infinity we obtain

$$
\begin{aligned}
0=E\left(M_{\tau}\right) & \leq-2 a \mathbb{P}\left(\tau_{-}<\tau_{+}\right)+3 a \mathbb{P}\left(\tau_{-}>\tau_{+}\right)+2 a \mathbb{P}(\tau=\infty) \\
& =-2 a p+2 a(1-p)+5 a \mathbb{P}\left(\tau_{-}>\tau_{+}\right)
\end{aligned}
$$

So, $\mathbb{P}\left(\tau_{-}>\tau_{+}\right) \geq \frac{4 p-2}{5}$, which implies that $\mathbb{P}\left(\sup _{n} M_{n} \geq 2 a\right) \geq \frac{4 p-2}{5}$.
The previous applied to $G_{n, u}$ given $\mathscr{F}_{n}$, concludes the lemma. Indeed, since the probability $p$, of exiting the interval is bigger than $1 / 2$, we may deduce that $\frac{4 p-2}{5}>0$.

For the second part of the lemma, we use the following inequality: let $M_{n}$ be a martingale such that $M_{0}=0$ and $E\left(M_{n}^{2}\right)<\infty$. Then $\mathbb{P}\left(\max _{n \geq u \geq 0} M_{u} \geq \lambda\right) \leq$ $\frac{E\left(M_{n}^{2}\right)}{E\left(M_{n}^{2}\right)+\lambda^{2}}$ (for a reference see [Dur13], page 213, exercise 5.4.5). Let $\tau$ be the first time $G_{n, u}$, surpasses $a_{2} n^{1-2 \gamma}$. Condition on $[\tau<\infty]$, and notice that $G_{n, \infty} \geq \frac{a_{2}}{2} n^{1-2 \gamma}$ when $\inf _{u \geq \tau} G_{\tau, u}>-\frac{a_{2}}{2} n^{1-2 \gamma}$. Using the previous inequality, and the fact that $\frac{x}{x+1}$
is increasing gives

$$
\begin{aligned}
\mathbb{P}\left(\left.G_{n, \infty} \leq \frac{a_{2}}{2} n^{\frac{1-2 \gamma}{2}} \right\rvert\, \mathscr{F}_{\tau},[\tau<\infty]\right) & \leq \mathbb{P}\left(\left.\inf _{u \geq \tau} G_{\tau, u} \leq-\frac{a_{2}}{2} n^{1-2 \gamma} \right\rvert\, \mathscr{F}_{\tau},[\tau<\infty]\right) \\
& \leq \frac{E\left(\left(G_{\tau, \infty}\right)^{2} \mid \mathscr{F}_{\tau},[\tau<\infty]\right)}{E\left(\left(G_{\tau, \infty}\right)^{2} \mid \mathscr{F}_{\tau},[\tau<\infty]\right)+\frac{a_{2}^{2}}{4} n^{1-2 \gamma}} \\
& \leq \frac{c \tau^{1-2 \gamma}}{c \tau^{1-2 \gamma}+\frac{a_{2}^{2}}{4} n^{1-2 \gamma}} \\
& \leq \frac{c}{c+\frac{a_{2}^{2}}{4}} .
\end{aligned}
$$

Therefore, $\mathbb{P}\left(\left.G_{n, \infty} \geq \frac{a_{2}}{2} n^{\frac{1-2 \gamma}{2}} \right\rvert\, \mathscr{F}_{n}\right) \geq \mathbb{P}(\tau<\infty) \frac{a_{2}^{2}}{c+\frac{a_{2}^{2}}{4}}$, which concludes the lemma.

So, for any stopping time $\sigma$, we get the following version of the previous lemma:

Lemma 4.6. For any $n$, we can find $a_{1}>0, \delta_{1}>0, \delta_{2}>0$ such that $\mathbb{P}\left(\sup _{u \geq \sigma} G_{\sigma, u} \geq\right.$ $\left.\left.a_{1} \sigma^{\frac{1-2 \gamma}{2}} \right\rvert\, \mathscr{F}_{\sigma}\right)>\delta_{1}$ and $\mathbb{P}\left(\left.G_{\sigma, \infty} \geq a_{1} \sigma^{\frac{1-2 \gamma}{2}} \right\rvert\, \mathscr{F}_{\sigma}\right)>\delta_{2}$.

Before proving Theorem 4.1 we will need the following corollary.

Corollary 4.7. Let $\left(X_{n}\right)_{n \geq 1}$ solve (4.1.1). The event $\left\{X_{n} \geq 0\right.$ i.o. $\}$ holds a.s.

Proof: For any $m, n$ we get the lower bound $X_{m}-X_{n} \geq G_{n, m}$. Now, we define an increasing sequence of stopping times $\tau_{n}$, going to infinity a.s., such that $X_{\tau_{n}} \geq \beta \tau_{n}^{\frac{1-2 \gamma}{2}}$ for $|\beta|<a_{1}$, where $a_{1}$ is such that the statement of Lemma 4.6 holds. From Proposition 4.2, we can do so, with all $\tau_{n}$ a.s. finite. Hence, $\mathbb{P}\left(\sup _{\infty \geq u \geq \tau_{n}} X_{m}-\right.$ $\left.\left.X_{\tau_{n}} \geq a_{1} \tau_{n} \frac{1-2 \gamma}{2} \right\rvert\, \mathscr{F}_{\tau_{n}}\right) \geq \mathbb{P}\left(\left.\sup _{\infty \geq u \geq \tau_{n}} G_{\tau_{n}, u} \geq a_{1} \tau_{n} \frac{1-2 \gamma}{2} \right\rvert\, \mathscr{F}_{\tau_{n}}\right)>\delta_{1}>0$. Therefore,
by Borel-Cantelli on the events $\left\{X_{\tau_{n}} \geq \beta \tau_{n}^{\frac{1-2 \gamma}{2}}\right\}$, we get $\left\{X_{\tau_{n}} \geq 0\right.$ i.o. $\}$. Therefore $\left\{X_{n} \geq 0\right.$ i.o. $\}$ holds a.s.

Proof of Theorem 4.1: Define $\tau_{n}$, as in the proof of the previous corollary, such that $X_{\tau_{n}} \geq 0$. Since $\mathbb{P}\left(\left.G_{\tau_{n}, \infty} \geq a_{1} \tau_{n}^{\frac{1-2 \gamma}{2}} \right\rvert\, \mathscr{F}_{\tau_{n}}\right)>\delta_{2}$, an application of BorelCantelli shows that $\left\{X_{n} \geq \frac{a_{1}}{2} n^{\frac{1-2 \gamma}{2}}\right.$ i.o. $\}$ holds a.s.. We claim a.s. there are constants $c(\omega)>0 m(\omega)$ such that $\left\{X_{n}>c\right.$ for all $\left.n \geq m\right\}=\left\{\liminf _{\rightarrow \infty} X_{n}>0\right\}$. Indeed, if we define $\tau_{0}=0$ and $\tau_{n+1}=\inf \left\{m>\tau_{n}+1 \left\lvert\, X_{m} \geq \frac{a_{1}}{2} m^{\frac{1-2 \gamma}{2}}\right.\right\}$ we see that $\tau_{n}<\infty$ a.s. and $\tau_{n} \rightarrow \infty$. This gives a corresponding filtration, namely $\mathscr{F}_{n}=\sigma\left(\tau_{n}\right)$.

To finish the claim, we show that $A=\left\{\liminf _{\rightarrow \infty} X_{n} \leq 0\right\}$ has probability zero. To do so, it is sufficient to argue that there is a $\delta$ such that $\mathbb{P}\left(A \mid \mathscr{F}_{n}\right)<1-\delta$ a.s. for all $n \geq 1$. This is immediate from the previous calculation. Indeed,

$$
\begin{aligned}
\mathbb{P}\left(A \mid \mathscr{F}_{n}\right) & \leq 1-\mathbb{P}\left(\left.\liminf _{n} X_{n} \geq \frac{3 a_{1}}{2} \tau_{n}^{\frac{1-2 \gamma}{2}} \right\rvert\, \mathscr{F}_{n}\right) \\
& =1-\mathbb{P}\left(\left.\lim _{n} \inf X_{n}-\frac{a_{1}}{2} \tau_{n}^{\frac{1-2 \gamma}{2}} \geq a_{1} \tau_{n}^{\frac{1-2 \gamma}{2}} \right\rvert\, \mathscr{F}_{n}\right) \\
& \leq 1-\mathbb{P}\left(\left.\liminf _{n} G_{\tau_{n}, n} \geq a_{1} \tau_{n}^{\frac{1-2 \gamma}{2}} \right\rvert\, \mathscr{F}_{n}\right) \\
& <1-\delta_{2} .
\end{aligned}
$$

The process $G_{m, \infty}$ is a.s. finite, and since the drift term $\sum_{i \geq n} \frac{\left|X_{i}\right|^{k}}{i^{\gamma}} \rightarrow \infty$, we get that $X_{n} \rightarrow \infty$.

Finally, we can prove Theorem 1.11. In the next proof $X_{n}, X_{n}^{\prime}$ solve (1.8.1) and (4.1.1), respectively.

Proof of Theorem 1.11: We define, $\tau=\inf \left\{n \mid X_{n} \in(-\epsilon, \epsilon)\right\}$, and $\tau^{\prime}=\inf \left\{\tau^{\prime}>\right.$ $\left.\tau \mid X_{n} \notin\left(-\epsilon^{\prime}, \epsilon^{\prime}\right)\right\}$. When $\epsilon$ is small enough, we may assume that $\tau<\infty$ with positive probability, otherwise we have nothing to prove. On $\{\tau<\infty\}$, couple $X_{n}$ with $X_{n}^{\prime}$, so that $\mathbb{P}\left(X_{n}=X_{n}^{\prime}, \tau \leq n \leq \tau^{\prime} \mid[\tau<\infty]\right)=1$, where $X_{n}^{\prime}$ is a process that solves (4.3.1). Since $X_{n}^{\prime} \rightarrow \infty$, a.s., we have that $\tau^{\prime}<\infty$ a.s.. Thus, on $\left\{\lim _{n \rightarrow \infty} X_{n}=0\right\}$, Borel-Cantelli implies $\left\{X_{n}=0\right.$ i.o. $\}$. Therefore, $\mathbb{P}\left(\lim _{n \rightarrow \infty} X_{n}=0\right)=0$.

### 4.2 Analysis of $X_{n}$ when $\frac{1}{2}+\frac{1}{2 k}<\gamma, k>1$ and $\gamma \in(1 / 2,1)$

Before proving the main theorem Theorem 1.12, as described in subsection 1.8 we will study a process $\left(X_{n}\right)_{n \geq 1}$ that satisfies

$$
\begin{equation*}
X_{n+1}-X_{n} \leq \frac{f(x)}{n^{\gamma}}+\frac{Y_{n+1}}{n^{\gamma}}, \gamma \in(1 / 2,1), k \in(1, \infty) \tag{4.2.1}
\end{equation*}
$$

where, $f(x) \leq|x|^{k}$ when $x \in(-\epsilon, \epsilon)$, and $f(x)=|x|^{k}$ when $x \in \mathbb{R} \backslash(-\epsilon, \epsilon)$. Also, as before, $\left|Y_{n}\right|<M$ a.s. and $E\left(Y_{n+1} \mid \mathscr{F}_{n}\right)=0$. Let $x_{0}<0$, such that $f(x)>M, \forall x \leq x_{0}$. We will use $x_{0}$ in the next lemma.

Lemma 4.8. Take $C=\max \left(M,\left|X_{1}\right|,\left|x_{0}\right|\right)$. Then $X_{n}>-2 C$ for all $n$ a.s..

Proof: We can show this by induction. Of course $X_{1}>-2 C$. For the inductive
step, we distinguish two cases. First, assume that $-2 C<X_{n}<-C$. Then

$$
\begin{aligned}
X_{n+1} & =X_{n}+\frac{f\left(X_{n}\right)}{n^{\gamma}}+\frac{Y_{n+1}}{n^{\gamma}} \\
& \geq-2 C+\frac{f\left(X_{n}\right)}{n^{\gamma}}-\frac{M}{n^{\gamma}} \\
& >-2 C .
\end{aligned}
$$

Now, assume $X_{n} \geq-C$. Then

$$
\begin{aligned}
X_{n+1} & =X_{n}+\frac{\left|X_{n}\right|^{k}}{n^{\gamma}}+\frac{Y_{n}}{n^{\gamma}} \\
& \geq-C+0-\frac{M}{n^{\gamma}} \\
& >-2 C .
\end{aligned}
$$

Pick $\epsilon>0$ such that $\epsilon \leq \min \left(\frac{1}{4}, \frac{1}{2}\left(\frac{1-\gamma}{3(k-1)}\right)^{\frac{1}{k-1}}\right)$. Let $a_{n}$, be defined as in the previous subsection 4.1, first appearing in (4.1.3) and defined in (4.1.5).

Claim: Any $n_{0}$ large enough satisfies the following properties

1. $a_{n}>1 / 2, n \geq n_{0}$.
2. if $-\frac{X_{n+1}}{h(n+1)}>-2 \epsilon$, and $-\frac{X_{n}}{h(n)} \leq-2 \epsilon$, then $-\frac{X_{n+1}}{h(n+1)}<-\epsilon$, when $n \geq n_{0}$.
3. $\mathbb{P}\left(\left.G_{n_{0}, n}^{\prime} \in\left(\frac{-\epsilon}{2}, \frac{\epsilon}{2}\right) \forall n \geq n_{0} \right\rvert\, \mathscr{F}_{n_{0}}\right)>0$.

## Proof:

1. This is is trivial.
2. Since $\left|Y_{n}\right|<M$, and $X_{n}>C$ a.s., then whenever $X_{n}<0$, we have $\mid X_{n+1}-$ $X_{n} \mid=O\left(n^{-\gamma}\right)$. Also, $n^{-\gamma}=o(h(n))$, since $\gamma>\frac{1-\gamma}{k-1}$. Indeed, $\gamma>\frac{1-\gamma}{k-1}$ is equivalent to $\gamma>1 / k=1 / 2 k+1 / 2 k$, however $1 / 2>1 / 2 k$ and since $\gamma>1 / 2+1 / 2 k$ we conclude. Furthermore, notice that $\frac{h(n)}{h(n+1)} \rightarrow 1$.

Calculate

$$
\begin{aligned}
-\frac{X_{n+1}}{h(n+1)} & =-\frac{X_{n+1}-X_{n}}{h(n+1)}-\frac{X_{n}}{h(n)} \cdot \frac{h(n)}{h(n+1)} \\
& \geq o(1)-2 \epsilon \frac{h(n)}{h(n+1)}
\end{aligned}
$$

Since the $o(1)$ term and $\frac{h(n)}{h(n+1)}$ depend only on $n$, we conclude 2 .
3. Using Doob's inequality, and the fact that $m^{\gamma} h(m+1) \sim m^{\frac{1-\gamma}{k-1}-\gamma} \leq m^{\frac{1-\gamma}{k-1}-\gamma} \leq$ $m^{\frac{-1-\delta}{2}}$ for some $\delta>0$, we have:

$$
\begin{aligned}
\mathbb{P}\left(\sup _{u \geq n_{0}}\left(G_{u}^{\prime n_{0}} \mid \mathscr{F}_{n_{0}}\right)^{2} \geq \frac{\epsilon^{2}}{4}\right) & \leq \sum_{m \geq n_{0}} \frac{E\left(Y_{m+1}^{2} \mid \mathscr{F}_{n_{0}}\right)}{m^{\gamma} h(m+1)} \\
& \leq C \sum_{m \geq n_{0}} \frac{1}{m^{\gamma} h(m+1)} \\
& =\sum_{m \geq n_{0}} \Theta\left(m^{\frac{1-\gamma}{k-1}-\gamma}\right) \\
& =\sum_{m \geq n_{0}} \Theta\left(m^{-1-\delta}\right) \\
& =\Theta\left(n_{0}^{-\delta}\right) \rightarrow 0
\end{aligned}
$$

Notice, that the previous claim holds for any stopping time $\tau$, in place of $n$. So, we obtain a version of the previous lemma for stopping times.

Lemma 4.9. Let $\tau$ be a stopping time such that $\tau \geq n_{0}$, where $n_{0}$ is the same as in the previous claim. Then, $\mathbb{P}\left(\left.G_{\tau, n}^{\prime} \in\left(\frac{-\epsilon}{2}, \frac{\epsilon}{2}\right) \forall n \geq \tau \right\rvert\, \mathscr{F}_{\tau}\right)>0$

Let $\epsilon \leq \min \left(\frac{1}{4}, \frac{1}{2}\left(\frac{1-\gamma}{3(k-1)}\right)^{\frac{1}{k-1}}\right)$, and define a stopping time $\tau=\inf \{n \geq$ $\left.n_{0} \mid Z_{n}<-2 \epsilon\right\}$.

Proposition 4.10. Let $\left(X_{n}\right)_{n \geq 1}$ that satisfies (4.2.1). When $\tau<\infty$, with positive probability, then $\mathbb{P}\left(X_{n} \rightarrow 0\right)>0$. More specifically, the process $\left(X_{n}: n \geq \tau\right)$ converges to zero with positive probability.

Proof: On the event $\left\{X_{m}<0\right.$ for all $\left.m \geq n\right\}$ we use the expression for $Z_{n}=$ $-\frac{X_{n}}{h(n)}$ and obtain, as done in (4.1.3), expect, now the inequalities are reversed,

$$
\begin{aligned}
Z_{n+1}-Z_{n} & \leq \frac{X_{n}}{h(n+1) n^{\gamma}}\left(-a_{n} \frac{1-\gamma}{k-1}|h(n)|^{k-1}-\frac{\left|X_{n}\right|^{k}}{X_{n}}\right)-\frac{Y_{n+1}}{n^{\gamma} h(n+1)} \\
& <\frac{X_{n}}{h(n+1) n^{\gamma}}\left(-\frac{1-\gamma}{2(k-1)}|h(n)|^{k-1}-\frac{\left|X_{n}\right|^{k}}{X_{n}}\right)-\frac{Y_{n+1}}{n^{\gamma} h(n+1)}
\end{aligned}
$$

Set $D_{n}=\frac{X_{n}}{h(n+1) n^{\gamma}}\left(-\frac{1-\gamma}{2(k-1)}|h(n)|^{k-1}-\frac{\left|X_{n}\right|^{k}}{X_{n}}\right)$. Then we have

$$
\begin{equation*}
Z_{m}-Z_{\tau} \leq \sum_{i=\tau}^{m-1} D_{i}+G_{\tau, m}^{\prime} \tag{4.2.2}
\end{equation*}
$$

Now, we will show, by contradiction, that on the event $A=\left\{G_{\tau, n}^{\prime} \in\left(\frac{-\epsilon}{2}, \frac{\epsilon}{2}\right), \forall n \geq\right.$ $\tau\}$ the process satisfies $X_{n}<0$ for all $n \geq \tau$. Define $\tau_{0}=\inf \left\{n \geq \tau \mid Z_{n} \geq 0\right\}$, and $\sigma=\sup \left\{\tau \leq n<\tau_{0} \mid Z_{n-1} \leq-2 \epsilon, Z_{n}>-2 \epsilon\right\}$. Also, when $Z_{n} \geq-2 \epsilon$ we have $X_{n} \geq 2 \epsilon h(n)=-2 \epsilon n^{\frac{1-\gamma}{1-k}}$. So $\frac{\left|X_{n}\right|^{k}}{X_{n}} \geq-(2 \epsilon)^{k-1} n^{-1+\gamma}$. Therefore, by the definition of $\epsilon$, we get

$$
-\frac{1-\gamma}{2(k-1)}|h(n)|^{k-1}-\frac{\left|X_{n}\right|^{k}}{X_{n}}<\left(-\frac{1-\gamma}{2(k-1)}+\frac{1-\gamma}{3(k-1)}\right) n^{-1+\gamma}=-\frac{1-\gamma}{6(k-1)} n^{-1+\gamma}<0 .
$$

Hence $D_{n}<0$ whenever $Z_{n} \geq-2 \epsilon$. If $\left\{\tau_{0}<\infty\right\} \cap A$ has positive probability, then $\{\sigma<\infty\} \cap A$ also does. Thus, on $\left\{\tau_{0}<\infty\right\} \cap A$,

$$
\begin{aligned}
0 \leq Z_{\tau_{0}} & =Z_{\tau}+\sum_{i=\tau}^{\tau_{0}-1} D_{i}+G_{\tau, \tau_{0}}^{\prime} \\
& =Z_{\tau}-Z_{\sigma}+Z_{\sigma}+\sum_{i=\tau}^{\tau_{0}-1} D_{i}+G_{\tau, \tau_{0}}^{\prime} \\
& =Z_{\sigma}-G_{\tau, \sigma}^{\prime}+G_{\tau, \tau_{0}}^{\prime}+\sum_{i=\sigma}^{\tau_{0}-1} D_{i} \\
& <-\epsilon+\frac{\epsilon}{2}+\frac{\epsilon}{2}+0=0
\end{aligned}
$$

which is a contradiction.
Now, we can complete the proof of the proposition. On the event $A, X_{n}<0$ for all $n>\tau$, therefore $\lim \sup _{n \rightarrow \infty} X_{n} \leq 0$ on $A$. However, by Lemma 2.5 we have $\limsup _{n \rightarrow \infty} X_{n} \geq 0$ a.s.. Therefore, on $A, X_{n} \rightarrow 0$.

Remark: On $A$ we showed that $X_{n}$ converges to zero, since for all $n \geq \tau, X_{n}<0$
and the only place to converge is the origin.
Proof of Theorem 1.12: We define $\tau=\inf \left\{n \geq n_{0} \mid X_{n} \in\left(-\epsilon_{2},-\epsilon_{1}\right)\right\}$, where $n_{0}$ is the same as in Lemma 4.9, and $\tau_{e}=\inf \left\{n \mid X_{n} \notin(-3 \epsilon, 3 \epsilon)\right\}$. Let $\left(X_{n}^{\prime}: n \geq \tau\right)$ be a process that satisfies (4.1.1). Then we couple $\left(X_{n}\right)$ with $\left(X_{n}^{\prime}\right)$ on $\{\tau<\infty\}$ such that $\mathbb{P}\left(X_{n}=X_{n}^{\prime}, \tau \leq n \leq \tau_{e} \mid\{\tau<\infty\}\right)=1$. To show that $X_{n}^{\prime}$, converges to zero with positive probability, first we need to verify that the conditions for Proposition 4.10 are met. The only thing we need to check is that $Z_{\tau}^{\prime}=-\frac{X_{\tau}^{\prime}}{h(\tau)}<-2 \epsilon$. However, since $h(t) \rightarrow 0$ this is always possible by choosing $n_{0}$ large enough. Furthermore, by Proposition 4.10, we see that there is an event of positive probability such that $X_{n}^{\prime} \rightarrow 0$, where $\tau_{e}$ is infinite conditioned on this event. Therefore, $X_{n}$ converges to 0 with positive probability.

### 4.3 Analysis of $X_{t}$ when $k>1 / 2$ and $\gamma=1$

Throughout this section we assume $k>1 / 2$. We will prove the second part of theorem 1.11. This section will be almost identical to section 4.1. As before first we will prove a local version of the latter theorem. For Theorem 4.11 we will need $X_{n}$ that satisfy

$$
\begin{equation*}
X_{n+1}-X_{n} \geq k \frac{\left|X_{n}\right|}{n}+\frac{Y_{n+1}}{n}, k>1 / 2 \tag{4.3.1}
\end{equation*}
$$

where $Y_{n}$ are a.s. bounded and $E\left(Y_{n+1} \mid \mathscr{F}_{n}\right)=0$. In this section we additionally require $Y_{n}$ to satisfy $E\left(Y_{n+1}^{2} \mid \mathscr{F}_{n}\right) \geq l>0$.

Theorem 4.11. Let $\left(X_{n}\right)_{n \geq 1}$ solve (4.3.1). Then $X_{n} \rightarrow \infty$ a.s..

We have the following proposition corresponding to Proposition 4.2.

Proposition 4.12. Let $\left(X_{n}\right)_{n \geq 1}$ solve (4.1.1). The process $\left(X_{n}\right)_{n \geq 1}$ gets close to the origin infinitely often. More specifically, for $\beta<0$ the event $\left\{X_{n} \geq \beta n^{-\frac{1}{2}}\right.$ i.o. $\}$ has probability 1.

Proof: Set $h(t)=-t^{-k}$, and define $Z_{n}=-\frac{X_{n}}{h_{n}}$. Also we pick $1 / 2<k_{1}<k$. From here, on the event $\left\{X_{m}<0\right.$ for all $\left.m \geq n\right\}$, we get the following recursion,

$$
\begin{align*}
Z_{n+1}-Z_{n} & \geq-\frac{X_{n+1}}{h(n+1)}+\frac{X_{n}}{h(n)}  \tag{4.3.2}\\
& \geq-X_{n}\left(\frac{1}{h(n+1)}-\frac{1}{h(n)}\right)-k \frac{\left|X_{n}\right|}{n h(n+1)}-\frac{Y_{n+1}}{n h(n+1)} \\
& \geq X_{n} k \xi_{n}^{k-1}-k \frac{\left|X_{n}\right|}{n h(n+1)}-\frac{Y_{n+1}}{n h(n+1)}, \text { where } \xi_{n} \in(n, n+1) \\
& \geq \frac{X_{n}}{h(n+1) n}\left(k \xi_{n}^{k-1} h(n+1) n-k \frac{\left|X_{n}\right|}{X_{n}}\right)-\frac{Y_{n+1}}{n h(n+1)} \\
& \geq \frac{X_{n}}{h(n+1) n}\left(-a_{n} k-k \frac{\left|X_{n}\right|}{X_{n}}\right)-\frac{Y_{n+1}}{n h(n+1)}  \tag{4.3.3}\\
& \geq \frac{X_{n}}{h(n+1) n}\left(-k_{1}-k \frac{\left|X_{n}\right|}{X_{n}}\right)-\frac{Y_{n+1}}{n h(n+1)}  \tag{4.3.4}\\
& \geq \frac{X_{n}}{h(n+1) n}\left(k-k_{1}\right)-\frac{Y_{n+1}}{n h(n+1)} \tag{4.3.5}
\end{align*}
$$

where

$$
\begin{equation*}
a_{n}=-\xi_{n}^{k-1} h(n+1) n \tag{4.3.6}
\end{equation*}
$$

To justify the inequality (4.3.4) for large enough $n$, notice that $a_{n} \rightarrow 1$.

Define $G_{s, n}^{\prime}=\sum_{i=s}^{n-1} \frac{Y i+1}{i h(i+1)}$ as done in section 4.1 To this end, we have the following lemma,

Lemma 4.13. $\limsup _{n \rightarrow \infty} G_{1, n}^{\prime}=\infty$ a.s..

Proof: Same proof as Lemma 4.3.
From Lemma 4.13, it is immediate that for any random time $s$ (not necessarily a stopping time) $\lim \sup _{n \rightarrow \infty} G_{s, n}^{\prime}=\infty$, a.s..

Now, we return to prove proposition 4.12. Assume that there is $n_{0}$ such that $X_{n}<0$, for all $n \geq n_{0}$. Then,

$$
\begin{aligned}
Z_{n} & \geq Z_{n_{0}}+\sum_{i=n_{0}}^{n} \frac{X_{i}}{h(i+1) i}\left(k-k_{1}\right)+G_{n_{0}, n}^{\prime} \\
& >Z_{n_{0}}+G_{n_{0}, n}^{\prime}
\end{aligned}
$$

which gives $\lim \sup _{n \rightarrow \infty} Z_{n}=\infty$ which is a contradiction since this would imply $X_{n} \geq 0$.

We define $G_{n, u}=\sum_{i=n}^{u-1} \frac{Y i+1}{i^{\gamma}}$. We are almost done since, the noise estimates done in section 4.1 was a big bulk of the work and they also hold when $\gamma=1$.

Before proving Theorem 4.1 we will need the following corollary.

Corollary 4.14. Let $\left(X_{n}\right)_{n \geq 1}$ solve (4.3.1). The event $\left\{X_{n} \geq 0\right.$ i.o. $\}$ holds a.s.

Proof: For any $m, n$ we get the lower bound $X_{m}-X_{n} \geq G_{n, m}$. Now, we define an increasing sequence of stopping times $\tau_{n}$, going to infinity a.s., such that
$X_{\tau_{n}} \geq \beta \tau_{n}^{-\frac{1}{2}}$ for $|\beta|<a_{1}$, where $a_{1}$ is such that the statement of Lemma 4.6 holds. From Proposition 4.2, we can do so, with all $\tau_{n}$ a.s. finite. Hence, $\mathbb{P}\left(\sup _{\infty \geq u \geq \tau_{n}} X_{m}-\right.$ $\left.\left.X_{\tau_{n}} \geq a_{1} \tau_{n}-\frac{1}{2} \right\rvert\, \mathscr{F}_{\tau_{n}}\right) \geq \mathbb{P}\left(\left.\sup _{\infty \geq u \geq \tau_{n}} G_{\tau_{n}, u} \geq a_{1} \tau_{n}{ }^{-\frac{1}{2}} \right\rvert\, \mathscr{F}_{\tau_{n}}\right)>\delta_{1}>0$. Therefore, by Borel-Cantelli on the events $\left\{X_{\tau_{n}} \geq \beta \tau_{n}^{-\frac{1}{2}}\right\}$, we get $\left\{X_{\tau_{n}} \geq 0\right.$ i.o. $\}$. Therefore $\left\{X_{n} \geq 0\right.$ i.o. $\}$ holds a.s.

Proof of Theorem 4.11: Define $\tau_{n}$, as in the proof of the previous corollary, such that $X_{\tau_{n}} \geq 0$. Since $\mathbb{P}\left(\left.G_{\tau_{n}, \infty} \geq a_{1} \tau_{n}^{-\frac{1}{2}} \right\rvert\, \mathscr{F}_{\tau_{n}}\right)>\delta_{2}$, an application of BorelCantelli shows that $\left\{X_{n} \geq \frac{a_{1}}{2} n^{-\frac{1}{2}}\right.$ i.o. $\}$ holds a.s.. We claim a.s. there are constants $c(\omega)>0 m(\omega)$ such that $\left\{X_{n}>c\right.$ for all $\left.n \geq m\right\}=\left\{\liminf _{\rightarrow \infty} X_{n}>0\right\}$. Indeed, if we define $\tau_{0}=0$ and $\tau_{n+1}=\inf \left\{m>\tau_{n}+1 \left\lvert\, X_{m} \geq \frac{a_{1}}{2} m^{-\frac{1}{2}}\right.\right\}$ we see that $\tau_{n}<\infty$ a.s. and $\tau_{n} \rightarrow \infty$. This gives a corresponding filtration, namely $\mathscr{F}_{n}=\sigma\left(\tau_{n}\right)$.

To finish the claim, we show that $A=\left\{\liminf _{\rightarrow \infty} X_{n} \leq 0\right\}$ has probability zero. To do so, it is sufficient to argue that there is a $\delta$ such that $\mathbb{P}\left(A \mid \mathscr{F}_{n}\right)<1-\delta$ a.s. for all $n \geq 1$. This is immediate from the previous calculation. Indeed,

$$
\begin{aligned}
\mathbb{P}\left(A \mid \mathscr{F}_{n}\right) & \leq 1-\mathbb{P}\left(\left.\liminf _{n} X_{n} \geq \frac{3 a_{1}}{2} \tau_{n}^{-\frac{1}{2}} \right\rvert\, \mathscr{F}_{n}\right) \\
& =1-\mathbb{P}\left(\left.\liminf _{n} X_{n}-\frac{a_{1}}{2} \tau_{n}^{-\frac{1}{2}} \geq a_{1} \tau_{n}^{-\frac{1}{2}} \right\rvert\, \mathscr{F}_{n}\right) \\
& \leq 1-\mathbb{P}\left(\left.\liminf _{n} G_{\tau_{n}, n} \geq a_{1} \tau_{n}^{-\frac{1}{2}} \right\rvert\, \mathscr{F}_{n}\right) \\
& <1-\delta_{2}
\end{aligned}
$$

The process $G_{m, \infty}$ is a.s. finite, and since the drift term $\sum_{i \geq n} k \frac{\left|X_{i}\right|}{i} \rightarrow \infty$, we get
that $X_{n} \rightarrow \infty$.
Finally, we can prove Theorem 1.11. In the next proof $X_{n}, X_{n}^{\prime}$ solve (1.8.1) and (4.3.1), respectively.

Proof of Theorem 1.11: We define, $\tau=\inf \left\{n \mid X_{n} \in(-\epsilon, \epsilon)\right\}$, and $\tau^{\prime}=\inf \left\{\tau^{\prime}>\right.$ $\left.\tau \mid X_{n} \notin\left(-\epsilon^{\prime}, \epsilon^{\prime}\right)\right\}$. When $\epsilon$ is small enough, we may assume that $\tau<\infty$ with positive probability, otherwise we have nothing to prove. On $\{\tau<\infty\}$, couple $X_{n}$ with $X_{n}^{\prime}$, so that $\mathbb{P}\left(X_{n}=X_{n}^{\prime}, \tau \leq n \leq \tau^{\prime} \mid[\tau<\infty]\right)=1$, where $X_{n}^{\prime}$ is a process that solves (4.1.1). Since $X_{n}^{\prime} \rightarrow \infty$, a.s., we have that $\tau^{\prime}<\infty$ a.s.. Thus, on $\left\{\lim _{n \rightarrow \infty} X_{n}=0\right\}$, Borel-Cantelli implies $\left\{X_{n}=0\right.$ i.o. $\}$. Therefore, $\mathbb{P}\left(\lim _{n \rightarrow \infty} X_{n}=0\right)=0$.

### 4.4 Analysis of $X_{n}$ when $k<1 / 2$ and $\gamma=1$

Before proving the second part of the main theorem Theorem 1.12, as described in subsection 1.8 we will study a process $\left(X_{n}\right)_{n \geq 1}$ that satisfies

$$
\begin{equation*}
X_{n+1}-X_{n} \leq \frac{f(x)}{n}+\frac{Y_{n+1}}{n}, k<1 / 2 \tag{4.4.1}
\end{equation*}
$$

where, $f(x) \leq k|x|$ when $x \in(-\epsilon, \epsilon)$, and $f(x)=k|x|$ when $x \in \mathbb{R} \backslash(-\epsilon, \epsilon)$. Also, as before, $\left|Y_{n}\right|<M$ a.s. and $E\left(Y_{n+1} \mid \mathscr{F}_{n}\right)=0$. Let $x_{0}<0$, such that $f(x)>M, \forall x \leq x_{0}$. We will use $x_{0}$ in the next lemma.

Lemma 4.15. Take $C=\max \left(M,\left|X_{1}\right|,\left|x_{0}\right|\right)$. Then $X_{n}>-2 C$ for all $n$ a.s..

Proof: We can show this by induction. Of course $X_{1}>-2 C$. For the inductive
step, we distinguish two cases. First, assume that $-2 C<X_{n}<-C$. Then

$$
\begin{aligned}
X_{n+1} & =X_{n}+\frac{f\left(X_{n}\right)}{n}+\frac{Y_{n+1}}{n} \\
& \geq-2 C+\frac{f\left(X_{n}\right)}{n}-\frac{M}{n} \\
& >-2 C .
\end{aligned}
$$

Now, assume $X_{n} \geq-C$. Then

$$
\begin{aligned}
X_{n+1} & =X_{n}+\frac{k\left|X_{n}\right|}{n}+\frac{Y_{n}}{n} \\
& \geq-C+0-\frac{M}{n} \\
& >-2 C .
\end{aligned}
$$

Let $a_{n}$, be defined as in the previous subsection 4.3, first appearing in (4.3.3) and defined in (4.3.6).

Claim: Any $n_{0}$ large enough satisfies the following properties

1. $a_{n}>1 / 2, n \geq n_{0}$.
2. if $-\frac{X_{n+1}}{h(n+1)}>-2 \epsilon$, and $-\frac{X_{n}}{h(n)} \leq-2 \epsilon$, then $-\frac{X_{n+1}}{h(n+1)}<-\epsilon$, when $n \geq n_{0}$.
3. $\mathbb{P}\left(\left.G_{n_{0}, n}^{\prime} \in\left(\frac{-\epsilon}{2}, \frac{\epsilon}{2}\right) \forall n \geq n_{0} \right\rvert\, \mathscr{F}_{n_{0}}\right)>0$.

## Proof:

1. This is is trivial.
2. Since $\left|Y_{n}\right|<M$, and $X_{n}>C$ a.s., then whenever $X_{n}<0$, we have $\mid X_{n+1}-$ $X_{n} \mid=O\left(n^{-1}\right)$ and $n^{-1}=o(h(n))$. Furthermore, notice that $\frac{h(n)}{h(n+1)} \rightarrow 1$. Calculate

$$
\begin{aligned}
-\frac{X_{n+1}}{h(n+1)} & =-\frac{X_{n+1}-X_{n}}{h(n+1)}-\frac{X_{n}}{h(n)} \cdot \frac{h(n)}{h(n+1)} \\
& \geq o(1)-2 \epsilon \frac{h(n)}{h(n+1)}
\end{aligned}
$$

Since the $o(1)$ term and $\frac{h(n)}{h(n+1)}$ depend only on $n$, we conclude 2 .
3. Using Doob's inequality, and the fact that $m h(m+1) \sim m^{1-k} \leq m^{\frac{-1-\delta}{2}}$ for some $\delta>0$, we have:

$$
\begin{aligned}
\mathbb{P}\left(\sup _{u \geq n_{0}}\left(G_{u}^{\prime n_{0}} \mid \mathscr{F}_{n_{0}}\right)^{2} \geq \frac{\epsilon^{2}}{4}\right) & \leq \sum_{m \geq n_{0}} \frac{E\left(Y_{m+1}^{2} \mid \mathscr{F}_{n_{0}}\right)}{m^{2} h^{2}(m+1)} \\
& \leq C \sum_{m \geq n_{0}} \frac{1}{m^{2} h^{2}(m+1)} \\
& =\sum_{m \geq n_{0}} \Theta\left(m^{-1-\delta}\right) \\
& =\Theta\left(n_{0}{ }^{-\delta}\right) \rightarrow 0 .
\end{aligned}
$$

Notice, that the previous claim holds for any stopping time $\tau$, in place of $n$. So, we obtain a version of the previous lemma for stopping times.

Lemma 4.16. Let $\tau$ be a stopping time such that $\tau \geq n_{0}$, where $n_{0}$ is the same as in the previous claim. Then, $\mathbb{P}\left(\left.G_{\tau, n}^{\prime} \in\left(\frac{-\epsilon}{2}, \frac{\epsilon}{2}\right) \forall n \geq \tau \right\rvert\, \mathscr{F}_{\tau}\right)>0$

Let $\epsilon>0$, and define a stopping time $\tau=\inf \left\{n \geq n_{0} \mid Z_{n}<-2 \epsilon\right\}$.

Proposition 4.17. Let $\left(X_{n}\right)_{n \geq 1}$ that satisfies (4.2.1). When $\tau<\infty$, with positive probability, then $\mathbb{P}\left(X_{n} \rightarrow 0\right)>0$. More specifically, the process $\left(X_{n}: n \geq \tau\right)$ converges to zero with positive probability.

Proof: Pick $k_{2}>k$. On the event $\left\{X_{m}<0\right.$ for all $\left.m \geq n\right\}$ we use the expression for $Z_{n}=-\frac{X_{n}}{h(n)}$ and obtain, as done in (4.3.3), expect, now the inequalities are reversed,

$$
\begin{align*}
Z_{n+1}-Z_{n} & \leq \frac{X_{n}}{h(n+1) n}\left(-a_{n} k-k \frac{\left|X_{n}\right|}{X_{n}}\right)-\frac{Y_{n+1}}{n h(n+1)}  \tag{4.4.2}\\
& \leq \frac{X_{n}}{h(n+1) n}\left(-k_{2}-k \frac{\left|X_{n}\right|}{X_{n}}\right)-\frac{Y_{n+1}}{n h(n+1)}  \tag{4.4.3}\\
& \leq \frac{X_{n}}{h(n+1) n}\left(k-k_{2}\right)-\frac{Y_{n+1}}{n h(n+1)} \tag{4.4.4}
\end{align*}
$$

Set $D_{n}=\frac{X_{n}}{h(n+1) n}\left(k-k_{2}\right)$. Then we have

$$
\begin{equation*}
Z_{m}-Z_{\tau} \leq \sum_{i=\tau}^{m-1} D_{i}+G_{\tau, m}^{\prime} \tag{4.4.5}
\end{equation*}
$$

Now, we will show, by contradiction, that on the event $A=\left\{G_{\tau, n}^{\prime} \in\left(-\frac{\epsilon}{2}, \frac{\epsilon}{2}\right), \forall n \geq\right.$ $\tau\}$ the process satisfies $X_{n}<0$ for all $n \geq \tau$. Define $\tau_{0}=\inf \left\{n \geq \tau \mid Z_{n} \geq 0\right\}$, and
$\sigma=\sup \left\{\tau \leq n<\tau_{0} \mid Z_{n-1} \leq-2 \epsilon, Z_{n}>-2 \epsilon\right\}$. Also $D_{n}<0$ whenever $Z_{n} \geq-2 \epsilon$. If $\left\{\tau_{0}<\infty\right\} \cap A$ has positive probability, then $\{\sigma<\infty\} \cap A$ also does. Thus, on $\left\{\tau_{0}<\infty\right\} \cap A$,

$$
\begin{aligned}
0 \leq Z_{\tau_{0}} & =Z_{\tau}+\sum_{i=\tau}^{\tau_{0}-1} D_{i}+G_{\tau, \tau_{0}}^{\prime} \\
& =Z_{\tau}-Z_{\sigma}+Z_{\sigma}+\sum_{i=\tau}^{\tau_{0}-1} D_{i}+G_{\tau, \tau_{0}}^{\prime} \\
& =Z_{\sigma}-G_{\tau, \sigma}^{\prime}+G_{\tau, \tau_{0}}^{\prime}+\sum_{i=\sigma}^{\tau_{0}-1} D_{i} \\
& <-\epsilon+\frac{\epsilon}{2}+\frac{\epsilon}{2}+0=0
\end{aligned}
$$

which is a contradiction.
Now, we can complete the proof of the proposition. On the event $A, X_{n}<0$ for all $n>\tau$, therefore $\lim \sup _{n \rightarrow \infty} X_{n} \leq 0$ on $A$. However, by Lemma 2.5 we have $\limsup _{n \rightarrow \infty} X_{n} \geq 0$ a.s.. Therefore, on $A, X_{n} \rightarrow 0$.

Remark: On $A$ we showed that $X_{n}$ converges to zero, since for all $n \geq \tau, X_{n}<0$ and the only place to converge is the origin.

Proof of Theorem 1.12: We define $\tau=\inf \left\{n \geq n_{0} \mid X_{n} \in\left(-\epsilon_{2},-\epsilon_{1}\right)\right\}$, where $n_{0}$ is the same as in Lemma 4.9, and $\tau_{e}=\inf \left\{n \mid X_{n} \notin(-3 \epsilon, 3 \epsilon)\right\}$. Let $\left(X_{n}^{\prime}: n \geq \tau\right)$ be a process that satisfies (4.1.1). Then we couple $\left(X_{n}\right)$ with $\left(X_{n}^{\prime}\right)$ on $\{\tau<\infty\}$ such that $\mathbb{P}\left(X_{n}=X_{n}^{\prime}, \tau \leq n \leq \tau_{e} \mid\{\tau<\infty\}\right)=1$. To show that $X_{n}^{\prime}$, converges to zero with positive probability, first we need to verify that the conditions for Proposition
4.17 are met. The only thing we need to check is that $Z_{\tau}^{\prime}=-\frac{X_{\tau}^{\prime}}{h(\tau)}<-2 \epsilon$. However, since $h(t) \rightarrow 0$ this is always possible by choosing $n_{0}$ large enough. Furthermore, by Proposition 4.17, we see that there is an event of positive probability such that $X_{n}^{\prime} \rightarrow 0$, where $\tau_{e}$ is infinite conditioned on this event. Therefore, $X_{n}$ converges to 0 with positive probability.
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