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ABSTRACT

RICCI FLOW ON COHOMOGENEITY ONE MANIFOLDS

Anusha Mangala Krishnan

Wolfgang Ziller

In the first part of this thesis, in joint work with Renato Bettiol, we show that

the geometric property of nonnegative sectional curvature is not preserved under

the Ricci flow on closed manifolds of dimension greater than or equal to 4. This

is in contrast to the situation for 3 dimensional manifolds. The main strategy is

to study the Ricci flow equation on certain 4 dimensional manifolds that admit an

isometric group action of cohomogeneity one.

Along the way we need to show that a certain canonical form for an invariant

metric on a cohomogeneity one manifold, is preserved under the Ricci flow. In the

particular situation of the above mentioned result, we prove the preservation of that

canonical form using an ad hoc method. It is an interesting question whether this

canonical form for a cohomogeneity one metric is preserved in general. In the second

part of the thesis we present a strategy to tackle this problem, explain its geometric

consequences, and also explain the challenges in carrying out the strategy, along

with some partial results.
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Chapter 1

Introduction

The Ricci flow is the geometric PDE

dg

dt
= −2 Ricg

g(0) = g0

(1.0.1)

for evolving a metric g on a Riemannian manifold M with time. Here Ricg denotes

the Ricci tensor associated to the metric g. This is a symmetric 2-tensor on the

manifold that carries information about the curvature of g.

Heuristically the Ricci flow is like a heat equation for the metric. Thus, similar

to the heat equation and temperature, the Ricci flow is expected to have regularizing

properties for the metric. The underlying thread in using the Ricci flow to solve

problems in geometry and topology, is to evolve the given metric on the manifold,

to a nice metric (e.g. one of constant curvature) using the Ricci flow. Then other
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theorems from geometry allow one to draw topological conclusions.

In reality the Ricci flow is a nonlinear and degenerate parabolic PDE, which

makes its analysis very complicated. Nevertheless, ever since it was first intro-

duced by Hamilton in 1982, the Ricci flow has been used to prove a number of

remarkable theorems in geometry and topology. Notably, Hamilton’s [19] theorem

that 3-manifolds with positive Ricci curvature are diffeomorphic to spherical space-

forms; Perelman’s [32] resolution of geometrization and the Poincare conjecture;

Böhm-Wilking’s [8] theorem that manifolds with positive curvature operator are

diffeomorphic to spherical space forms; and the differentiable sphere theorem of

Brendle-Schoen [9].

1.1 Ricci flow and nonnegative curvature

In applications of the Ricci flow to solve problems in geometry and topology, it

is important to understand how geometric properties, in particular the curvature,

behave under the flow. In particular, it is useful and important to know whether

various positive or nonnegative curvature conditions are preserved under the flow.

For example, Hamilton’s theorem [19] made use of the facts proved by him in the

same paper, using a tensor maximum principle, that the conditions of nonnegative

sectional curvature (sec ≥ 0) and nonnegative Ricci curvature (Ric ≥ 0) are pre-

served on closed 3-dimensional manifolds under the Ricci flow. Maximum principle

arguments also yield that the conditions of nonnegative curvature operator (R ≥ 0)
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and of nonnegative scalar curvature (scal ≥ 0) are preserved on closed manifolds

under the Ricci flow in all dimensions.

On the other hand, when one considers the conditions sec ≥ 0 and Ric ≥ 0 on

manifolds of dimension 4 and greater, the situation is different. Böhm and Wilking

[7] provided examples of homogeneous metrics with sec > 0 on the manifolds M12 =

Sp(3)/Sp(1)3 and M6 = SU(3)/T 2 that under the Ricci flow, evolve to metrics

with mixed Ricci curvature and mixed sectional curvature respectively. In [29], Ni

demonstrated examples of complete noncompact manifolds of all dimensions n ≥ 4

with the property of sec ≥ 0 which are evolved by the Ricci flow to metrics of mixed

sectional curvature. Maximo [27, 28] showed that the manifold M4 = CP 2#CP 2

admits Kähler metrics with Ric ≥ 0 or Ric > 0 (but without sec ≥ 0) that under

the Ricci flow evolve to metrics with mixed Ricci curvature. However until recently

the status of sec ≥ 0 on closed manifolds of dimension 4 and 5 was unknown.

In joint work with Bettiol [4] we answer this question by exhibiting the first ex-

amples of closed 4-manifolds where the property of nonnegative sectional curvature

fails to be preserved under the Ricci flow.

Theorem A. [Bettiol–Krishnan] There exist metrics with sec ≥ 0 on S4, CP 2,

S2×S2, and CP 2#CP 2 that immediately lose the property of sec ≥ 0 when evolved

by the Ricci flow.

By taking products of the above manifolds with round (i.e. constant curvature)

spheres, one concludes:
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Corollary B. The Ricci flow does not preserve sec ≥ 0 on closed manifolds of

any dimension ≥ 4.

The proof of this theorem involves studying the Ricci flow on manifolds of co-

homogeneity one, which are Riemannian manifolds with a large isometry group in

a specific sense which we will describe below.

1.2 Ricci flow and symmetries

An important feature of the Ricci flow (arising from the diffeomorphism invariance

of the Ricci tensor) is the fact that isometries are preserved along the flow. In fact,

by work of Kotschwar [23], no new isometries are produced along the flow, so the

isometry group of the evolving metric remains unchanged. A metric with a large

isometry group can be described using a smaller number of variables, which can

considerably simplify the analysis. The catch is that one would like to have a time-

independent coordinate frame to study the evolving metric. As we will see, such

a frame is not always available. However in certain situations, as in the metrics

considered in Theorem A, such a frame does exist, and in those situations one can

effectively use the presence of symmetries to prove results that shed light on the

Ricci flow.

For example, if the initial metric g0 is homogeneous (i.e. the isometry group G

acts transitively, M/G = {p}) then the evolving metrics will be homogeneous as

well. Thus in the homogeneous case, each metric g(t) is completely determined by
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the inner product on one tangent space TpM . This removes the spatial dependence

and the Ricci flow equation reduces to an ODE in the time variable, which is much

more tractable to study. Homogeneous Ricci flows have been studied extensively

by several authors including Lauret, Böhm and Lafuente, see [25, 6] among others.

It is important to note that the reduction of the Ricci flow PDE to an ODE in the

homogeneous setting relies on standard existence and uniqueness theory for ODEs

given an initial condition.

In terms of weakening the isometry assumption, the natural next step is to con-

sider the Ricci flow on cohomogeneity one manifolds. A cohomogeneity one manifold

consists of a Riemannian manifold (M, g) along with an isometric action by a Lie

group G, such that the principal (generic) orbits are codimension one hypersurfaces

in M . This is equivalent to the orbit space M/G being 1-dimensional. By symmetry,

any invariant metric on a cohomogeneity one manifold can be described using one

variable. Cohomogeneity one manifolds have been widely studied in other contexts

and have been an important source of examples of interesting geometric structures,

such as Einstein metrics [5], Ricci solitons [10], metrics of positive and nonnegative

sectional curvature, and more recently, metrics of special holonomy [12].

The simplest examples of cohomogeneity one metrics are rotationally symmetric

metrics. Angenent-Knopf [1] and Angenent-Isenberg-Knopf [2] studied the Ricci

flow evolution of certain rotationally symmetric metrics on spheres and provided

the first explicit descriptions of Type I and II singularity formation under the Ricci
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flow. In [21] and [22], Isenberg-Knopf-Sesum implicitly use a cohomogeneity one

structure to provide evidence for conjectured stable/ attracting behaviour under

the Ricci flow of rotationally symmetric metrics and Kähler metrics respectively.

All of these papers contribute towards understanding singularity formation under

the Ricci flow in higher dimensions (n > 3) where the absence of Hamilton-Ivey

type pinching estimates makes a classification of singularity models a distant goal.

1.3 Ricci flow on cohomogeneity one manifolds

As indicated by the various results above, the systematic study of the cohomogeneity

one Ricci flow is of natural interest and has several potential applications.

A useful step in gainfully studying the Ricci flow on cohomogeneity one mani-

folds is considering a special form known as a diagonal metric, and showing that this

form of the metric is preserved under the flow. A diagonal metric is one that has the

following multiply warped product structure along a curve γ(r) that is orthogonal

to all orbits:

g(r) = h(r)2dr2 +
m∑
i=1

fi(r)
2ω2

i (1.3.1)

where r is a coordinate parameterizing the orbit space, and ωi are G-invariant 1-

forms on a fixed homogeneous space G/H which is the underlying manifold that

each principal orbit is diffeomorphic to. The above formula describes the metric

along a curve in M , and extends to all of M using the action of G.

6



It is a subtle and important point that this form of the metric is not forced upon

you merely by the assumption of G-invariance. In fact all of the above cited works

studying Ricci flow in the cohomogeneity one setting either explicitly or implicitly

assume a larger isometry group of the initial metrics, which forces any invariant

metric to be diagonal.

Now, consider the Ricci flow on a manifold where the initial metric is a diagonal

metric as above. We would like to show that at time t the evolving metric g(t) has

the form

g(r, t) = h(r, t)2dr2 +
m∑
i=1

fi(r, t)
2ω2

i (1.3.2)

That is, we want to be able to study the evolving metric in a time-independent

frame field. In settings where the initial metric has an isometry group large enough

to force any invariant metric to be diagonal, the diagonal form of the metric will

be preserved under the flow. (This is what we use in the proof of Theorem A.) On

the other hand, this assumption of extra isometries significantly restricts the class

of metrics that can be studied.

An obvious necessary condition for the diagonal form of the metric to be pre-

served under the flow is that the Ricci tensor of a diagonal metric also be diagonal.

The Ricci tensor at a point on the geodesic γ is the sum of RicG/H and a contribution

from the second fundamental form, where G/H is an orbit of the group action with

the induced homogeneous metric. Since the second fundamental form contribution

of a diagonal metric is diagonal (see e.g. Proposition 1.14 in [17]), the Ricci tensor
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of M is diagonal if and only if RicG/H is diagonal in the induced metric. This is an

algebraic condition on G (alternately on its Lie algebra g) and we formally define it

as follows:

Definition 1.3.1. A basis B for g is said to be stably Ricci-diagonal if Ric(g) is

diagonal in the basis B = B ∪ { ∂
∂r
} whenever the metric g is diagonal in the basis

B.

(See 2.3.3 for an example where the basis is not stably Ricci diagonal.)

The concept of a stably Ricci-diagonal basis for a Lie algebra is introduced by

Payne in [31] in order to study the Ricci flow on nilmanifolds. We have used this

terminology to include diagonal metrics on cohomogeneity one manifolds.

We will now describe an algebraic condition on the Lie algebra of G that is

sufficient to guarantee that Ric(g) is diagonal in the setting of compact semisimple

Lie groups. This condition holds in a wide class of examples, including in the

manifolds considered in Theorem A. Before writing the definition, we briefly provide

some more information about cohomogeneity one manifolds that will be needed.

More details can be found in Chapter 2.

We consider cohomogeneity one actions where M/G is isometric to a closed

interval [0, L]. If γ is a minimal geodesic in M that parametrizes this orbit space,

then the isotropy group at points γ(r) for 0 < r < L are all the same, and this

group is denoted by H, with Lie algebra h. The isotropy groups at points γ(0) and

γ(L) are denoted by K− and K+ respectively, and their Lie algebras are denoted by
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k− and k+. Clearly H ⊂ K± ⊂ G and hence h ⊂ k± ⊂ g.

Definition 1.3.2. A basis B for g is said to be nice for the cohomogeneity one

manifold (M, G) if

1. it respects the inclusions h ⊂ k± ⊂ g

2. the bracket of any two basis elements is a multiple of another basis element:

for each i, j, [Xi, Xj] = aXl for some a, l.

3. if [Xi, Xj] and [Xr, Xs] are nonzero multiples of the same basis element Xk

then {i, j} ∩ {r, s} = ∅

The following proposition is the reason for making the above definition.

Proposition 1.3.3. Assume G,H are compact semisimple Lie groups, then for a

homogeneous metric on G/H, if B is a nice basis then B is stably Ricci diagonal.

The concept of a nice basis for a Lie algebra was introduced by Lauret and Will

and in [26] they show that the notions of nice basis and stably Ricci diagonal basis

are equivalent for nilpotent Lie groups. For compact semisimple Lie groups it is not

clear whether the reverse implication is true, i.e. if B is stably Ricci diagonal, one

does not know if B is necessarily nice. Also note that for ease of studying the metric

and Ricci tensor on cohomogeneity one manifolds, we have added the requirement

that the basis respects the inclusions h ⊂ k± ⊂ g.

Coming back to the question of Ricci flow on cohomogeneity one manifolds, it

is not clear that the stably Ricci diagonal condition alone is sufficient to guarantee
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that the evolving metric remains diagonal under the Ricci flow. The issue is that

off-diagonal terms could be appearing at a slower rate in time.

For example, one necessary property one has to prove is that a curve that is a

geodesic orthogonal to the orbits in the initial metric g0, stays orthogonal to the

orbits in the evolving metric, and thus remains a geodesic up to reparametrization.

This is not guaranteed by the fact that G acts by isometries. Another important

fact is that the Killing vector fields X∗i dual to the one forms ωi are orthogonal only

along γ and not at all points of M . Thus the resulting intial value problem is not

a priori global in nature. However, we make the following conjecture:

Conjecture C. Let (M, G) be a cohomogeneity one manifold. Suppose that there

exist Killing fields {X∗i }mi=1 that are action fields on M coming from a nice basis of

(M, G). Let g0 be a cohomogeneity one metric on M that is diagonal in the basis

B = { ∂
∂r
, X∗1 · · · , X∗m}. If g(t) is a solution to the Ricci flow with g(0) = g0 then

g(t) is diagonal in the basis B as well for all t for which the flow exists.

If this conjecture holds one would have the following geometric implications:

• Under the assumptions of Conjecture C above, a geodesic orthogonal to all

the orbits remains (up to reparametrization by arc length) a geodesic for as

long as the flow exists.

• Under the assumptions of Conjecture C, the Killing vector fields X∗1 , · · · , X∗m

remain mutually orthogonal along the geodesic γ.
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In the second part of this thesis we will present a strategy to solve this problem,

and also state some partial results in this direction.

It is also an interesting question whether the same is true for all polar actions

(where we allow dim(M/G) > 1). That is, if S is a submanifold orthogonal to all

orbits, does S remain orthogonal to the orbits when the metric is evolved by the

Ricci flow?

This thesis is organized as follows. In Chapter 2, we review the basics of co-

homogeneity one actions. In Chapter 3 we describe the smoothness conditions for

a cohomogeneity one manifold with two singular orbits. In Chapter 4 we derive

the system of PDEs satisfied by a cohomogeneity one metric evolving by the Ricci

flow, assuming that the evolving metrics are also diagonal. In Chapter 5 we prove

Theorem A. In Chapter 6 we will present a strategy for addressing Conjecture C

along with some partial results. The contents of Chapter 5 are based on joint work

with Renato G. Bettiol.
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Chapter 2

Cohomogeneity one manifolds

In this Chapter, we recall some basic facts about cohomogeneity one group actions

and describe the structure of invariant metrics on a cohomogeneity one manifold.

2.1 Cohomogeneity one structure

A Lie group G is said to act on a manifold M with cohomogeneity one if the orbit

space M/G is 1-dimensional (equivalently, if the generic orbits of the group action

are codimension one hypersurfaces). If M is compact, this implies that M/G is

isometric to either an interval [0, L] or a circle S1. The former is guaranteed when

the manifold is simply connected. We will assume from now on that M/G = [0, L].

Let π be the quotient map M → M/G. For each r ∈ [0, L], the set π−1(r)

is a G-orbit inside M . The preimages of values 0 < r < L are codimension one

hypersurfaces in M , and are called principal orbits. The sets B− = π−1(0) and B+ =
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π−1(L) are the nonprincipal orbits, which are called exceptional if their codimension

is one, and singular if their codimension is ≥ 2. If M is simply connected then

nonprincipal orbits are always singular.

Choose a point x− ∈ B− and let γ : [0, L] → M be a minimal geodesic from

B− to B+, such that γ(0) = x−. Then γ is a horizontal lift of [0, L] to M , and

meets all orbits orthogonally. Let x+ = γ(L). Let K± be the isotropy groups at x±.

The isotropy group at γ(r) is the same group H for each 0 < r < L, is called the

principal isotropy group and is a subgroup of K±. Thus M decomposes as a union

of homogeneous spaces, B± = G/K± at the ends of the interval and G · γ(r) = G/H

for each 0 < r < L.

By the Slice Theorem, the tubular neighborhoods D(B−) = π−1([0, L
2
]) and

D(B+) = π−1([L
2
, L]) are disk bundles over the nonprincipal orbits B− and B+. If

Dl±+1 are disks of radius L
2

normal to B± inside Tx±M , then K± acts transitively

on Sl± = ∂Dl±+1. This implies that Sl± = K±/H. (Thus this requirement of the

quotients being diffeomorphic to spheres, puts a constraint on what combination of

isotropy groups can occur.) We also have

D(B±) = G×K± D
l±+1.

The manifold M is the union of these two disk bundles glued along their common

boundary G/H = π−1(L
2
). The identification of G/H with ∂D(B±) is via the maps

g · H 7→ [g, γ′(0)] and g · H 7→ [g,−γ′(L)] respectively. The data H ⊂ K± ⊂ G is
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called a group diagram for the cohomogeneity one action.

Conversely, if we are given groups H ⊂ K± ⊂ G where G is a compact Lie group

and K±/H = Sl± are spheres then we can construct a cohomogeneity one manifold

as the union of disk bundles as above.

2.2 Invariant metrics

The minimal geodesic γ(r) for r ∈ [0, L] parametrizes the orbit space and any

invariant metric is determined by specifying it along γ and then extending it to all

of M by the G-action. A cohomogeneity one metric on the principal part of M has

the following form along γ:

g(r) = dr2 + gr, r ∈ (0, L) (2.2.1)

where gr is a one parameter family of homogeneous metrics on a fixed homogeneous

space G/H. This metric extends across the singular orbits to yield a smooth metric

on all of M if and only if the metric and its derivatives satisfy certain conditions

at the endpoints r = 0 and r = L. These conditions, which are referred to as

smoothness conditions, will be explained in more detail in Chapter 3.

We will now explain more carefully the description of our metrics. Let H ⊂

K ⊂ G be the group diagram at a particular singular orbit, and let h ⊂ k ⊂ g be

the corresponding Lie algebras. Let Q be a biinvariant metric on g and m = k⊥,
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p = h⊥ ∩ k with respect to this metric. Thus g = h⊕ p⊕m.

Let {Xi}mi=1 be a Q-orthogonal basis for h⊥ that respects the decomposition

h⊥ = p⊕m. That is, there exists an index l such that

p = span{X1 · · · , Xl}

m = span{Xl+1, · · · , Xm}

Assume also that the basis elements in m are Q-orthonormal. The vector space

h⊥ can be identified with the tangent space to G/H at [H] in the following way. Let

{X∗i (r)}mi=1 be Killing vector fields along the curve γ, defined by

X∗i (r) =
d

ds
exp(sXi) · γ(r)

∣∣
s=0

Then {X∗i (r)}mi=1 is a basis for T[H]G/H at γ(r) = [H]. Also, for i = 1, · · · , k, let ωi

be the 1-form dual to the vector field X∗i . We further assume that the vectors Xi

can be chosen such that they also respect the decomposition h⊥ = m′ ⊕ p′ at the

other singular orbit.

Now, we restrict our attention to so-called diagonal metrics, that is, metrics

which on the principal part of M are of the form

g(r) = h(r)2dr2 +
m∑
i=1

fi(r)
2ω2

i , r ∈ (0, L) (2.2.2)
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where ωi is a 1-form on G/H dual to X∗i . Thus fi(r) denotes the length of the

Killing field X∗i (r) at the point γ(r) ∈ M . Also here h(r) is the length of the

vector ∂
∂r

= γ′(r), and needs to be included when the parametrization of γ is not

by arclength.

The expression 2.2.2 defines an invariant metric on the principal part of M , and

extends to a smooth metric on all of M if and only if the functions fi(r) satisfy

smoothness conditions at the endpoints r = 0 and r = L. The reader may refer to

Chapter 3 and also the reference [37] for more details about smoothness conditions

and how to compute them.

Remark 2.2.1. The metric is not necessarily diagonal at points not on the geodesic

γ. The value of g(X∗i , X
∗
j ) at an arbitrary point of M is determined by its value

along γ, with the help of the group action. In particular for any g ∈ G, the inner

product at the point gH ∈ G/H can be determined from that at the point H ∈ G/H

in the following way:

g(X∗i , X
∗
j )|gH = g(Adg−1X∗i , Adg−1X∗j )|H

Since the metric on the homogeneous space G/H is left-invariant but not necessarily

biinvariant, the map Adg : T[H]G/H → T[H]G/H need not be an isometry. Thus the

Killing vector fields X∗i and X∗j for i 6= j will in general not be orthogonal at points

not on γ.
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We also recall some notation used while making computations for a diago-

nal cohomogeneity one metric. Let Pr : h⊥ → h⊥ be defined by g(X, Y )
∣∣
γ(r)

=

Q(PrX, Y ). Then P = diag(f 2
1 , · · · , f 2

m), and the shape operator Sr is given by

S = − diag(f ′1/f1, · · · , f ′m/fm). These will be used in certain computations in

Chapter 6. For more details see [17].

2.3 Examples

In this section we will provide some examples of cohomogeneity one manifolds and

group diagrams emphasizing the concepts of nice basis and stably Ricci-diagonal

that were defined in the introduction. Certain 4-dimensional cohomogeneity one

manifolds will be described in detail in Chapter 5, where they will be used in the

proof of Theorem A. For more examples the reader may refer to [20], [18], [39].

2.3.1 T 2 action on S3

Consider S3 as the unit sphere in C2, S3 = {(z1, z2) ∈ C2 : |z1|2 + |z2|2 = 1}. The

torus T 2 = {(eiθ, eiψ) : θ, ψ ∈ [0, 2π)} acts on S3 by multiplication in each complex

factor. The two singular orbits have codimension two in S3, in fact they are the

unit circles in each factor of C. This action has the following group diagram:

H ⊂ K± ⊂ G: {(1, 1)} ⊂ {(eiθ, 1)}, {(1, eiψ)} ⊂ T 2. We select the natural basis

X1 = (I, 0), X2 = (0, I) where I spans the Lie algebra of S1. The group T 2 is

abelian and all Lie brackets are zero, so this is trivially a nice basis.
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2.3.2 A group diagram with a nice basis

The standard basis of so(n) is {Eij : 1 ≤ i < j ≤ n} where Eij is the skew-

symmetric matrix with a +1 in the (i, j) entry, a −1 in the (j, i) entry, and zeros

elsewhere. It satisfies

[Eij, Ejk] = Eik if i 6= k

[Eij, Ekl] = 0 if {i, j} ∩ {k, l} = ∅

so it is a nice basis for the Lie algebra so(n). As a result, if we build up a cohomo-

geneity one manifold M from its group diagram, where we choose the groups to be

G = SO(n) and K− = SO(l)×SO(1), K+ = SO(l)×SO(1), H = SO(l) with standard

embeddings into SO(n), then (M, SO(n)) will naturally have a nice basis. Here the

SO(1) factors in K± can be any circle in SO(n− l) whose Lie algebra is spanned by

one of the standard basis vectors (it need not be the same circle in K− and in K+).

Note that K±/H so defined are each a sphere (S1 in this case, so the singular orbits

have codimension two), so this group diagram does indeed yield a cohomogeneity

one manifold.

Note that we can generalize this construction to other group diagrams that have

similar block embeddings and nice bases: G = SO(n), K± = SO(l + 1), H = SO(l).
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2.3.3 Kervaire sphere S5.

It has a cohomogeneity one action (see [14]) with the following group diagram

H ⊂ K± ⊂ G:

G = SO(2)× SO(3),

K− = SO(2) = (e−iθ, diag(R(dθ), 1)),

K+ = O(2) = (detB, diag(detB,B)),

H = Z2 = 〈−1, diag(−1,−1, 1)〉,

where d is an odd integer. We select the following basis for g, which respects the

inclusions h ⊂ k± ⊂ g and is orthonormal in the natural biinvariant metric on G:

X1 =
1

d2 + 1
(−I, dE12), X2 =

1

d2 + 1
(dI, E12), X3 = (0, E13), X4 = (0, E23)

The order 2 element h in H acts on h⊥ by the adjoint action, sending X1 to X1,

X2 to X2, X3 to −X3, and X4 to −X4. Thus each of the basis elements spans a 1
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dimensional AdH module. Additionally, we record the brackets in g:

[X1, X2] = 0,

[X1, X3] = − d

d2 + 1
X4

[X1, X4] =
d

d2 + 1
X3

[X2, X3] = − 1

d2 + 1
X4

[X2, X4] =
1

d2 + 1
X3

[X3, X4] = − d

d2 + 1
X1 −

1

d2 + 1
X2

Therefore this is not a nice basis. We will now show that this basis is also not

stably Ricci diagonal. We refer to Proposition 1.14 in [17] for the formulae for Ricci

curvature of a diagonal metric on a cohomogeneity one manifold:

Ric(X1, X2) =
∑
r,s

f 2
1 f

2
2 − 2f 4

r + 2f 2
r f

2
s

4f 2
r f

2
s

∑
eα∈nr

Q([X1, eα]ns , [X2, eα]ns)

It is easy to see that one can choose the metric in such a way that at some points,

Ric(X1, X2) 6= 0. Indeed, we can choose the metric such that at some point in the

interior of the geodesic γ, the functions fi all have the same value. Notice that the

above formula is purely algebraic and does not involve any spatial derivatives (sec-

ond fundamental form terms). Therefore at such a point, the expression simplifies
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to

Ric(X1, X2) =
1

4

∑
r,s

∑
eα∈nr

Q([X1, eα]ns , [X2, eα]ns)

=
1

4
(Q([X1, X3]n4 , [X2, X3]n4) +Q([X1, X4]n3 , [X2, X4]n3))

=
1

4

(
d

(d2 + 1)2
+

d

(d2 + 1)2

)
=

1

2

d

(d2 + 1)2
> 0

where we have only written the non-zero terms in the above sum. Thus we see that

this basis is not stably Ricci diagonal.
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Chapter 3

Smoothness conditions

In this Chapter we will describe the differential conditions which guarantee that

a metric defined on the principal part of a cohomogeneity one manifold closes up

smoothly at the singular orbits. These smoothness conditions at a singular orbit give

constraints on the Taylor series of the coefficients of the metric along the geodesic

γ(r). They are determined by the group diagram.

We follow the discussion in [37]. For the most part we restate their results for

the case of diagonal metrics. We also extract from their discussion the conditions

needed for an invariant metric to be merely C2 at a singular orbit.

3.1 Smooth metrics

Fix a singular orbit H ⊂ K ⊂ G. For simplicity we will only treat the case where

the singular orbit has codimension 2, that is, p is 1-dimensional. We will also make
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the assumption that we are working with a nice basis B for the cohomogeneity

one manifold (M,G). By reordering the indices if needed, we can assume that p is

spanned by X1, so that the function f1 vanishes at r = 0. The slice V is a normal

disk to the singular orbit G/K at the point γ(0). In this case, V is a 2-disk. The

metric defined on the principal part of the cohomogeneity one manifold is smooth

at a singular point (r = 0 or r = L) if and only if it is smooth when restricted to

points in the slice V .

We will now collect the conditions needed for the restriction g|V to be smooth.

Let L be the circle which is the identity component of K, and let X1 ∈ k be such

that exp(2πX1) = e, then L = {exp(sX1) : s ∈ [0, 2π]}. The group L acts on the

slice V by rotation, however this action need not be effective. The ineffective kernel

of the action is given by L ∩ H, which is a finite cyclic group. Let #(L ∩ H) = a.

Thus L acts on the slice V as rotation at speed a for some positive integer a.

It will be convenient for us to write the smoothness conditions in terms of the

arclength parameter s along the curve γ. (Recall that for a diagonal metric, γ is

a geodesic up to reparametrization.) We use prime (′) to denote derivative with

respect to s. Note that ∂
∂s

= 1
h
∂
∂r

.

The metric restricted to the slice V is smooth if and only if (see [15], Lemma

6.2 and also [37] Section 3.1)

f1(s)2 = gγ(s)(X
∗
1 , X

∗
1 ) = a2s2 + s4φ(s2)
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Under the isotropy action of the circle L on Tγ(0)G/K ∼ m, we see that m splits

as a sum of trivial and 2-dimensional modules as follows:

m = `0 ⊕ `1 ⊕ · · · ⊕ `s (3.1.1)

with L|`0 = Id, and for i > 0, L|`i = R(diθ), i.e. a rotation at speed di in the 2-plane

`i for some integers di. In general this decomposition under the L action may be

different from the decomposition under the action of H, and may not be compatible

with the basis B. However,

Proposition 3.1.1. If B is a nice basis then one can choose the decomposition

3.1.1 such that for each i, `i is spanned by a basis consisting of elements of B.

Proof. Let Xj ∈ B. Then by the property of nice basis, [X1, Xj] = γk1j Xk for some

index k. If γk1j = 0 then Xj spans a trivial module for the action of L on m. In that

case Xj ∈ `0.

On the other hand if γk1j 6= 0 then by skew-symmetry of the Lie bracket we have

γj1k = −γk1j 6= 0. Since the basis is nice, we have [X1, Xk] = γj1kXj 6= 0. This proves

that span{Xj, Xk} is a 2-dimensional module for the action of L on m, thus we let

it be one of the `′is.

In this manner we run through the elements of B and see that each element

Xj must either span a trivial module and thus belong in `0, or alternately belong

to a 2-dimensional module spanned by Xj and another basis element Xk. This
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completes the proof.

For a diagonal metric, with {Xl} a nice basis, Lemma 3.3 and Lemma 3.5 (a)

of [37] imply:

Lemma 3.1.2. Let `i = span{Xj, Xk} be an irreducible L-module in m on which

L acts via a rotation R(diθ). Then g|`i is smooth if and only if there exist smooth

functions φi such that

fj(s)
2 + fk(s)

2 = φ1(s2), fj(s)
2 − fk(s)2 = s

2di
a φ2(s2)

Lemma 3.1.3. If Xi ∈ `0, then fi(s)
2 is an even function of s.

3.2 C2 metrics

For studying the Ricci flow, C2 regularity of the metric is sufficient. In this section

we will use the discussion in [37] to derive the conditions needed for an invariant

metric to be C2. One may suspect that this is equivalent to the assumption that the

even functions φi are C2. This is actually not the case, so we derive the conditions

directly, using the strategy in [37]. The following is the main result of this chapter:

Theorem 3.2.1. For a diagonal cohomogeneity one metric with codimension two

singular orbits, the condition g ∈ C2 is characterized at a singular orbit by the

following conditions on the components of g:
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• f1(0) = 0, f1
′(0) = a, f1

′′(0) = 0

• fi′(0) = 0 for each Xi ∈ `0

• Appropriate conditions from Table 3.1 for each 2-dimensional module `i, i > 0.

Proof. By isometries, it is enough to understand when the metric components are

C2 as we restrict ourselves to move around within the slice. Since the metric is

diagonal, we only need consider inner products within p and within m. The claim of

the theorem then follows from Proposition 3.2.2, Corollary 3.2.5 and Table 3.1.

Now we will prove the results needed to obtain the above theorem. To begin

with, we characterize regularity of restriction of metric to the slice V . This gives

constraints on the function f1 which is the length of the vector in p.

Proposition 3.2.2. Let f(s) := f1(s)/a.

1. g|V ∈ C0 if and only if f(0) = 0 and f ′(0) = 1

2. g|V ∈ C2 if and only if f ′′(0) = 0

Proof. The restriction of the metric to the slice V is given by g|V = ds2 + f(s)2dθ2.

Converting to Cartesian coordinates, we have

gxx = cos2 θ +
f(s)2

s2
sin2 θ = 1 +

(
f(s)2

s2
− 1

)
sin2 θ

gyy = sin2 θ +
f(s)2

s2
cos2 θ = 1 +

(
f(s)2

s2
− 1

)
cos2 θ

gxy = sin θ cos θ

(
1− f(s)2

s2

)
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If g|V is continuous at 0 then by continuity of gxx at the origin, the limit lim
s→0

f(s)2

s2

must exist, which implies that f(0) = 0. Since the limit must be independent of

θ, it is necessary that lim
s→0

f(s)2

s2
= 1, and hence that f ′(0) = lim

s→0

f(s)
s

= 1. From the

second expression for gxx it is easy to see that f(0) = 0 and f ′(0) = 1 are also

sufficient conditions for gV to be continuous.

We have

∂2

∂s2

(
f(s)2

s2
− 1

)
=

2

s4

[
s2f ′2 + s2ff ′′ − 4sff ′ + 3f 2

]

For g to be twice continuously differentiable at the origin, the above expression

must have a finite limit as s approaches 0. Evaluating by L’Hôpital’s rule, we

see that f ′′(0) = 0 is a necessary condition. Computing ∂2

∂x2 gxx and noting that

f ′′(0) = 0 implies lim
s→0

∂2gxx
∂x2 is independent of θ, we see that f ′′(0) = 0 is also a

sufficient condition.

Next we turn our attention to the metric on m. Following the notation in [37],

let the restriction of the metric to the 2-dimensional module `i = span{Xj, Xk} be

given by functions g11 = g(X∗j , X
∗
j ), g12 = g(X∗j , X

∗
k) and g22 = g(X∗k , X

∗
k). (In

our case of a diagonal metric, g12(s) = 0.) As in the proof of Lemma 3.3 in [37],

L invariance of the metric implies that the functions ω(z) = (g11 − g22) + ig12 and
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η(z) = (g11 + g22)(z) satisfy:

ω(seiθ) = eiqθω(s), η(seiaθ) = η(s)

where q = 2di
a

and ω(s) denotes the restriction of ω to the geodesic γ(s). In par-

ticular, (g11 + g22) must be invariant under rotations. Note that the metric on `i is

Ck if and only if both ω(z) and η(z) are Ck. In the following two propositions we

derive the conditions needed for ω(z) and η(z) to be C2 functions on V .

Lemma 3.2.3. Regularity of restriction of ω.

1. ω(z) ∈ C0 if and only if ω(s) ∈ C0 and ω(0) = 0 when q 6= 0.

2. Suppose ω(z) ∈ C0. Then ω(z) ∈ C1 if and only if ω(s) ∈ C1 and ω′(0) = 0

when q 6= 1.

3. Suppose ω(z) ∈ C1. Then ω(z) ∈ C2 if and only if ω(s) ∈ C2 and ω′′(0) = 0

when q 6= 2.

Proof. 1. If ω(z) ∈ C0, then clearly the function ω(s) must be a C0 function of

s. Further, lim
s→0 ω(seiθ) = lim

s→0 e
iqθω(s) = eiqθω(0), but for continuity this limit

should be independent of θ, hence ω(0) = 0. Conversely, if ω(s) ∈ C0 and

ω(0) = 0 then clearly ω(z) ∈ C0.
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2. Next, suppose that ω(z) ∈ C1. Then ω(s) must be a C1 function of s and

∂ω(z)

∂x
=

∂

∂θ
(eiqθω(s))

dθ

dx
+

∂

∂r
(eiqθω(s))

dr

dx

= iqeiqθω(s)
(−sinθ)

s
+ eiqθω′(s)

x

s
= eiqθ

(
cos θω′(s)− iq sin θ

ω(s)

s

)
.

=⇒ lim
s→0

∂ω(z)

∂x
= eiqθ (cos θω′(0)− iq sin θω′(0)) = eiqθ (cos θ − iq sin θ)ω′(0).

If q 6= 1 then the fact that this limit should be independent of θ yields that

ω′(0) = 0. If q = 1 then (cos θ − iq sin θ) = e−iθ so the limit is automatically

independent of θ and we do not require that ω′(0) = 0. (The computation for

∂ω(z)
∂y

is similar and does not yield any new conditions.) Conversely, ω(s) ∈ C1

along with ω′(0) = 0 whenever q 6= 1, imply that ω(z) is differentiable and its

derivative is continuous everywhere (including at the origin).

3. Suppose that ω(z) ∈ C2. Then

∂2

∂x2
ω(z) =

∂

∂x

[
eiqθ

(
cos θω′(s)− iq sin θ

ω(s)

s

)]
= eiqθ

[
(−2iq cos θ sin θ + sin2 θ)

ω′(s)

s
+ cos2 θω′′(s)

+ (−q2 sin2 θ + 2iq sin θ cos θ)
ω(s)

s2

]

Therefore at the origin,

lim
s→0

∂2ω(z)

∂x2
= eiqθ

[(
sin2 θ + cos2 θ − q2 sin2 θ

2

)
− iq cos θ sin θ

]
ω′′(0)
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If q 6= 2 then θ-independence of this limit implies that ω′′(0) = 0. If q = 2

then we have that

lim
s→0

∂2ω(z)

∂x2
= ei2θ

[(
sin2 θ + cos2 θ − 2 sin2 θ

)
− i2 cos θ sin θ

]
ω′′(0)

= ei2θ [cos 2θ − i sin 2θ]ω′′(0) = ω′′(0)

So when q = 2, there is no condition on ω′′(0). And conversely, ω(s) ∈ C2

along with ω′′(0) = 0 when q 6= 2, is enough to guarantee ω(z) ∈ C2.

Lemma 3.2.4. Let F (x, y) be a rotationally symmetric function. Then F ∈ C2 if

and only if F (s) ∈ C2 as a function of one variable and F ′(0) = 0.

Proof. First, suppose that F (x, y) is a C1 function. Then evidently we must have

F (s) ∈ C1 as a function of one variable. In addition, L-invariance implies that

F (s) = F (−s), so we can write

F ′(0) = lim
s→0

F (s)− F (0)

s
= lim

s→0

F (−s)− F (0)

s
= − lim

s→0

F (−s)− F (0)

−s
= −F ′(0)

So F ′(0) = 0. If F (x, y) is in fact a C2 function of (x, y) then clearly F (s) when

considered as a function of one variable, must be a C2 function as well.

For the converse, suppose that F (s) ∈ C2 and that F ′(0) = 0. First notice that

for s 6= 0, the coordinates (s, θ) are smoothly equivalent to (x, y) so it is clear that

F (x, y) ∈ C2(V \ 0) and ∂F
∂x

and ∂F
∂y

exist at each point in V \ 0. At s = 0 we make
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the following computation (and the analogous one for y) to show that the partial

derivatives exist at the origin as well (in fact they are equal to 0)

lim
h→0

F (0 + h, 0)− F (0, 0)

h
= lim

h→0

F (h)− F (0)

h
= F ′(0) = 0

Then, using the chain rule at points (x, y) 6= (0, 0), it is easy to see that ∂F
∂y

=

F ′(s) cos θ and ∂F
∂x

= F ′(s) sin θ. Since F ′(0) = 0, we see that the limits of ∂F
∂x

and

∂F
∂y

as s → 0 are each 0, and in particular are independent of θ, thus proving that

F (x, y) ∈ C1. In a similar fashion we can use F (s) ∈ C2 to show the continuity of

second partial derivatives of F at (0, 0).

Corollary 3.2.5. If Xi ∈ `0 (i.e. the trivial module under the L-action on m) then

the metric in the direction of Xi is in C2 if and only if fi
′(0) = 0.

Corollary 3.2.6. The function η(z) is in C2 if and only if η(s) ∈ C2 and η′(0) = 0.

The content of Lemma 3.2.3 and Corollary 3.2.6 can be summarized in the following

table. Recall that q = 2di
a

, where a is the speed at which L rotates the slice V , and

di is the speed at which L rotates the 2-dimensional module `i.

C0 C1 C2

q = 1 fj(0)− fk(0) = 0 f ′j(0) + f ′k(0) = 0 f ′′j (0)− f ′′k (0) = 0

q = 2 fj(0)− fk(0) = 0
f ′j(0) + f ′k(0) = 0
f ′j(0)− f ′k(0) = 0

q 6= 1, 2 fj(0)− fk(0) = 0
f ′j(0) + f ′k(0) = 0
f ′j(0)− f ′k(0) = 0

f ′′j (0)− f ′′k (0) = 0

Table 3.1: Necessary and sufficient conditions for metric on `i to be C2
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Chapter 4

The Ricci flow equation for a

cohomogeneity one metric

In this Chapter we will derive the coupled system of PDEs that are satisfied by a

diagonal cohomogeneity one metric evolving by the Ricci flow. Consider a diagonal

cohomogeneity one metric g

g(r) = h(r)2dr2 +
m∑
i=1

fi(r)
2ω2

i

We use K(·, ·) to denote the Killing form of g. The structure constants γkij for g in

terms of a Q-orthonormal basis {Xi} for g, are defined via:

[Xi, Xj] =
∑
k

γkijXk
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Proposition 4.0.1. The Ricci tensor of the metric g satisfies

Ric

(
∂

∂r
,
∂

∂r

)
=−

m∑
j=1

(
fjrr
fj
−
fjrhr
hfj

)

Ric(X∗i , X
∗
i ) =− bi

2
+

m∑
j,k=1

f 4
i − 2f 4

k

4f 2
j f

2
k

(γijk)
2

+

{
− fir
hfi

m∑
j=1

fjr
hfj

+
fi

2
r

h2f 2
i

− firr
h2fi

+
firhr
h3fi

}
f 2
i

where bi = K(Xi, Xi), r ∈ (0, L) and i = 1, · · ·m.

Proof. The unit tangent vector along the curve γ is given by T = 1
h
∂
∂r

. Therefore

by Proposition 1.14 and Remark 1.16 in [17], the Ricci tensor of a cohomogeneity

one manifold (M, g) is given by:

Ric

(
1

h

∂

∂r
,

1

h

∂

∂r

)
=−

∑
j

f ′′j
fj

Ric(X∗i , X
∗
i ) =− bi

2
+
∑
j,k

f 4
i − 2f 4

k

4f 2
j f

2
k

(γijk)
2

+

{
−f

′
i

fi

∑
j

f ′j
fj

+
f ′2i
f 2
i

− f ′′i
fi

}
f 2
i ‖Xi‖2

Q

As in previous chapters, we use ′ to refer to derivative with respect to the arclength

parameter s along the geodesic γ, defined by ds = h(r)dr. Then accounting for the

reparametrization of γ by arclength, we substitute 1
h
∂
∂r

in place of ′ in the above

formulae. This completes the proof.

We are now ready to write the Ricci flow equations for a diagonal cohomogeneity
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one metric. That is, assuming that the flow is through diagonal metrics, we write

down the coupled PDEs that need to be satisfied by the components of the metric.

Proposition 4.0.2. Let g(t) be a time-dependent diagonal metric evolving by the

Ricci flow. Then the functions h, f1, · · · , fm satisfy the following system of PDEs:

ht =
m∑
j=1

(
fjrr
hfj
−
fjrhr
h2fj

)

fit =
firr
h2
− firhr

h3
+
fir
h

m∑
j=1

fjr
hfj
− fi

2
r

h2fi
−

m∑
j,k=1

f 4
i − 2f 4

k

4fif 2
j f

2
k

γijk
2

+
bi

2fi

t ∈ (0, T ), r ∈ (0, L), i = 1, · · ·m

(4.0.1)

Proof. A time-dependent diagonal metric g and diagonal Ricci tensor can be written

as:

g(r, t) = h(r, t)2 dr2 +
m∑
i=1

fi(r, t)
2 ω2

i

Ricg(r, t) = Ric

(
∂

∂r
,
∂

∂r

)
dr2 +

m∑
i=1

Ric(X∗i , X
∗
i )ω2

i

Differentiating the metric term by term with respect to t yields

dg

dt
= 2hht dr2 +

m∑
i=1

2fifit ω
2
i

Substituting these in the Ricci flow equation and comparing coefficients, along with

Proposition 4.0.1, then yields the result.
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Chapter 5

Proof of Theorem A

In this Chapter we will prove Theorem A which was stated in the Introduction:

Theorem (Bettiol–Krishnan [4]). There exist metrics with sec ≥ 0 on S4, CP 2,

S2×S2, and CP 2#CP 2 that immediately lose the property of sec ≥ 0 when evolved

by the Ricci flow.

The proof proceeds via studying the Ricci flow evolution of invariant cohomo-

geneity one metrics on these 4-manifolds. In fact these four are the only closed

simply-connected 4-manifolds that admit cohomogeneity one structures, see [30].

We now list the group diagrams, corresponding to the cohomogeneity one actions

that we use in order to describe invariant metrics on these manifolds. The table

below does not list all cohomogeneity one actions existing on these manifolds, but

only the ones that will be considered in the proof of Theorem A. As we will see,

the group diagrams listed below share some common features, which will allow us
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to treat all four of the manifolds simultaneously while proving the theorem.

M H ⊂ {K−,K+} ⊂ G
S4 S(O(1)O(1)O(1)) ⊂ {S(O(2)O(1)), S(O(1)O(2))} ⊂ SO(3)
CP 2 Z2 = 〈diag(−1,−1, 1)〉 ⊂ {S(O(1)O(2)), SO(2)1,2} ⊂ SO(3)

S2 × S2 Zn =
〈
e2πi/n

〉
⊂
{
{eiθ}, {eiθ}

}
⊂ Sp(1), n even

CP 2#CP 2 Zn =
〈
e2πi/n

〉
⊂
{
{eiθ}, {eiθ}

}
⊂ Sp(1), n odd

Table 5.1: Group diagrams for 1-connected cohomogeneity one 4-manifolds

In the above table, SO(2)1,2 is the upper block diagonal embedding of SO(2) in

SO(3); S(O(1)O(2)) is the collection of elements in O(1)×O(2) ⊂ O(3) which have

determinant 1; S(O(1)O(1)O(1)) is the finite group consisting of diagonal matrices

in SO(3); and Sp(1) ∼= S3 ⊂ H is identified with the group of unit quaternions.

More information can be found in the references [18], [20].

In each case, G is either SO(3) or Sp(1), so in each case the Lie algebra g is

isomorphic to the three-dimensional Lie algebra su(2). The isotropy groups K± at

the singular orbits are unions of finitely many circles S1, and the principal isotropy

group H is always a finite group, so its Lie algebra h is trivial. In particular, on the

regular part M \B±, there are 3 linearly independent Killing vector fields X∗1 , X∗2 ,

and X∗3 , which are action fields corresponding to a basis of g.

More precisely, X∗i (p) = d
ds

exp(s vi) · p
∣∣
s=0

, where {vi} is the basis {I, J,K} in

the case of Sp(1), and {E23, E31, E12} in the case of SO(3), where Ejk is the skew-

symmetric matrix with a +1 in the (j, k) entry, a −1 in the (k, j) entry, and zeros

elsewhere.

Thus, along a minimal gedesic γ between the singular orbits, a diagonal metric
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can be written as

g = dr2 + f1(r)2ω2
1 + f2(r)2ω2

2 + f3(r)2ω2
3, 0 < r < L, (5.0.1)

5.1 The sec ≥ 0 metrics

Geometrically, the 4-manifold M in each case above, is foliated by a 1-parameter

family of 3-manifolds that are finite quotients of S3, collapsing at the endpoints of

the interval to 2-dimensional (hence codimension two) singular orbits B± = G/K±.

(This means that at each of the endpoints r = 0 and r = L only one of the functions

f1, f2, and f3, vanishes.) For cohomogeneity one manifolds whose singular orbits

have codimension two, one has the following theorem.

Theorem 5.1.1 (Grove–Ziller, [16]). Any cohomogeneity one manifold with codi-

mension two singular orbits admits a nonnegatively curved invariant metric.

By this theorem, each of the 4-manifolds S4, CP 2, S2×S2, and CP 2#CP 2 admit

metrics gGZ with sec ≥ 0, and which are invariant with respect to the actions whose

group diagrams are listed above. These are the non-negatively curved metrics used

to prove Theorem A.

We will now discuss some details about these metrics. Some features common to

all of them (originating from the gluing in the Grove-Ziller construction), are that

they are diagonal metrics which have flat planes at all points, including planes along
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γ(r) that contain the tangent direction γ′(r). Moreover, the two functions among f1,

f2, and f3 that do not vanish at the particular endpoint corresponding to a singular

orbit B− or B+, are equal and constant in a neighborhood of that endpoint. The

remaining function vanishes at that endpoint with nonvanishing first derivative.

(This last fact is true for any invariant metric, not just gGZ , and can be seen from

the discussion on smoothness conditions in Chapter 3, for example, see Theorem

3.2.1.) We will prove that in each case there are sufficiently many isometries to

ensure that the metric remains diagonal along the Ricci flow. These features are

key in the proof of Theorem A.

We will now describe the group actions (and in some cases the additional discrete

isometries present) in the case of each of the above 4-manifolds.

5.1.1 S4

The SO(3)-action on S4 can be described as the restriction to the unit sphere

of the action by conjugation on the space V ∼= R5 of symmetric traceless 3 × 3

real matrices. The singular orbits B± are Veronese embeddings of RP 2 formed

by matrices with 2 equal eigenvalues of the same sign; while principal orbits are

diffeomorphic to the real flag manifold W 3 = S3/(Z2 ⊕ Z2) and formed by generic

matrices in V . In the round metric, the following curve is a horizontal geodesic
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joining x− = 1√
6

diag(1, 1,−2) ∈ B− to x+ = 1√
6

diag(2,−1,−1) ∈ B+.

γ(r) = diag
(

cos r√
6

+ sin r√
2
, cos r√

6
− sin r√

2
, −2 cos r√

6

)
∈ V, 0 < r < π

3
.

In general, if we are considering a different metric on S4, γ is merely a curve that is

transverse to the orbits, and which parametrizes the orbit space. In this description,

the round metric on S4 takes the form (5.0.1) where

f1(r) = 2 sin r, f2(r) =
√

3 cos r + sin r, f3(r) =
√

3 cos r − sin r. (5.1.1)

Proposition 5.1.2. Any SO(3)-invariant metric g on S4 is of the form 5.0.1.

Proof. Given any SO(3)-invariant metric g on S4, there are isometries given by the

elements hi ∈ H,

h1 = diag(1,−1,−1),

h2 = diag(−1, 1,−1),

h3 = diag(−1,−1, 1),

that fix each point γ(r) and dhi(γ(r)) : Tγ(r)S
4 → Tγ(r)S

4 act as

dh1(γ(r)) = diag(1, 1,−1,−1),

dh2(γ(r)) = diag(1,−1, 1,−1),

dh3(γ(r)) = diag(1,−1,−1, 1),

(5.1.2)
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with respect to the frame
{
∂
∂r
, X∗1 , X

∗
2 , X

∗
3

}
at γ(r). Thus under the isotropy action

of H, Tγ(r)S
4 splits as the direct sum of 4 inequivalent 1-dimensional representa-

tions spanned by the X∗i and ∂
∂r

. Since the metric g at γ(r) must be an Ad(H)-

invariant tensor on Tγ(r)M , hence g must be diagonal (i.e. of the form 5.0.1), i.e.,{
∂
∂r
, X∗1 , X

∗
2 , X

∗
3

}
is a g-orthogonal frame along γ(r).

Remark 5.1.3. The fact that for any invariant metric
{
∂
∂r
, X∗1 , X

∗
2 , X

∗
3

}
is a g-

orthogonal frame along γ(r) can also be seen by a simple calculation. Indeed,

for i 6= j,

g(X∗i , X
∗
j ) = g

(
dhi(X

∗
i ), dhi(X

∗
j )
)

= −g(X∗i , X
∗
j )

g
(
∂
∂r
, X∗j

)
= g
(
dhi
(
∂
∂r

)
, dhi

(
X∗j
))

= −g
(
∂
∂r
, X∗j

)
,

(5.1.3)

which implies g(X∗i , X
∗
j ) = 0 and g

(
∂
∂r
, X∗j

)
= 0.

5.1.2 CP 2

The SO(3)-action on CP 2 is obtained as the subaction of the transitive SU(3)-action.

The singular orbit B− is the totally real RP 2 ⊂ CP 2, and B+
∼= S2 is the quadric{

[z0 : z1 : z2] ∈ CP 2 :
∑

j z
2
j = 0

}
. In the Fubini-Study metric, the following curve

is a horizontal geodesic joining x− = [1 : 0 : 0] ∈ B− to x+ =
[

1√
2

: i√
2

: 0
]
∈ B+.

γ(r) = [cos r : i sin r : 0], 0 < r < π
4
.
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In this description, the Fubini-Study metric on CP 2 takes the form (5.0.1) where

f1(r) = sin r, f2(r) = cos 2r, f3(r) = cos r. (5.1.4)

Now we will describe an additional diffeomorphism of CP 2, not coming from SO(3).

Consider the complex conjugation map

c : CP 2 → CP 2, c
(
[z0 : z1 : z2]

)
= [z0 : z1 : z2], (5.1.5)

which clearly commutes with the SO(3)-action and is an involution with fixed point

set B−. Define φ = g ◦ c, where g = diag(1,−1,−1) ∈ SO(3). It is easy to show

that

Proposition 5.1.4. The map φ is a diffeomorphism that fixes the above curve

γ(r) pointwise. Its linearization at any such point γ(r) is the linear transforma-

tion on Tγ(r)CP 2 with matrix φ∗ = diag(1, 1,−1,−1) with respect to the frame{
∂
∂r
, X∗1 , X

∗
2 , X

∗
3

}
.

Proof. The map φ is a composition of diffeomorphisms, hence a diffeomorphism

itself. Also observe that φ fixes γ pointwise:

φ(γ(r)) = g ◦ c([cos r : i sin r : 0]) = diag(1,−1,−1)([cos r : −i sin r : 0])

= [cos r : i sin r : 0] = γ(r)
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Since φ fixes γ pointwise, clearly φ∗
(
∂
∂r

)
= ∂

∂r
. Also note that

X∗1 =
d

ds

∣∣
s=0

(exp(sE23) · [cos r : i sin r : 0]

=
d

ds

∣∣
s=0

[cos r : i sin r cos s : −i sin r sin s])

= [0 : 0 : − sin r]

where the last expression should be understood to mean the projection to CP 2 of

a tangent vector to S5 ⊂ C3. On the other hand,

φ∗X
∗
1 =

d

ds

∣∣
s=0

(diag(1,−1,−1) · c · exp(sE23) · [cos r : i sin r : 0])

=
d

ds

∣∣
s=0

(diag(1,−1,−1) · c · [cos r : i sin r cos s : −i sin r sin s])

=
d

ds

∣∣
s=0

(diag(1,−1,−1) · [cos r : −i sin r cos s : i sin r sin s])

=
d

ds

∣∣
s=0

[cos r : i sin r cos s : −i sin r sin s]

= [0 : 0 : − sin r]

= X∗1

We also have

X∗3 =
d

ds

∣∣
s=0

(exp(sE12) · [cos r : i sin r : 0])

=
d

ds

∣∣
s=0

[cos s cos r + i sin s sin r : − sin s cos r + i cos s sin r : 0]

= [i sin r : − cos r : 0]
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which implies that

φ∗X
∗
3 =

d

ds

∣∣
s=0

(diag(1,−1,−1) · c · exp(sE12) · [cos r : i sin r : 0])

=
d

ds

∣∣
s=0

(diag(1,−1,−1) · [cos s cos r − i sin s sin r : − sin s cos r − i cos s sin r : 0])

=
d

ds

∣∣
s=0

[cos s cos r − i sin s sin r : sin s cos r + i cos s sin r : 0]

= [−i sin r : cos r : 0]

= −X∗3

A similar computation shows that φ∗X
∗
2 = −X∗2 , thus completing the proof.

Corollary 5.1.5. For any metric of the form 5.0.1, φ is an isometry of the metric

that fixes γ pointwise.

Proof. Given any p ∈ CP 2, there exists gp ∈ SO(3) such that gp · p lies in γ, and

hence one may write c(p) = (ggp)
−1ggp ·c(p) = (ggp)

−1g ·c(gp ·p) as a composition of

diffeomorphisms whose linearization is isometric. It thus follows that c, and hence

φ = g ◦ c, are isometries of (CP 2, gGZ).

In particular, φ is an isometry of (CP 2, gGZ) that fixes γ pointwise.

Proposition 5.1.6. Any metric g on CP 2 that is invariant under both SO(3) and

φ is of the form 5.0.1 along γ.

Proof. We claim that if g is any SO(3)-invariant Riemannian metric on CP 2 such

that φ is an isometry, then
{
∂
∂r
, X∗1 , X

∗
2 , X

∗
3

}
is g-orthogonal and hence g must also
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be of the form (5.0.1). Indeed, using φ in conjunction with diag(−1,−1, 1) ∈ H,

one can produce sufficiently many isometries of (CP 2, g) that fix each point γ(r)

and act on Tγ(r)CP 2 just as (5.1.2), so that an argument analogous to (5.1.3) may

be carried out.

5.1.3 S2 × S2 and CP 2#CP 2

The Sp(1)-actions on S2 × S2 and CP 2#CP 2 are induced by quaternionic left-

multiplication on the first factor of S3 × S2 ⊂ H⊕C⊕R after taking the quotient

by the diagonal circle action eiθ · (q, z, x) =
(
q eiθ, z einθ, x

)
. The orbit space Mn =

(S3 × S2)/S1 of this circle action is diffeomorphic to S2 × S2 if n is even, and to

CP 2#CP 2 if n is odd. The singular orbits B± are both diffeomorphic to S2, and

lift to S3×{±N} ⊂ S3×S2 where N =
(
0, 1

2

)
∈ S2

(
1
2

)
⊂ C⊕R is the North Pole,

while principal orbits are diffeomorphic to the Lens space S3/Zn. The following

curve γ joining x− =
[
1, 0,−1

2

]
to x+ =

[
1, 0, 1

2

]
is transverse to all orbits and

parametrizes the orbit space.

γ(r) =
[
1, 1

2
sin 2r,−1

2
cos 2r

]
∈Mn, 0 < r < π

2
,

where brackets indicate the coordinates induced by H⊕C⊕R in the quotient space.

Similar to the previous examples, in this description, the metric gGZ on Mn is of

the diagonal form (5.0.1) with f1, f2, and f3 satisfying analogous properties.
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Consider the involutions given by conjugation by j, k ∈ Sp(1),

φj, φk : Mn →Mn, φj ([q, z, x]) = [−j q j, z, x], φk ([q, z, x]) = [−k q k, z, x].

(5.1.6)

Since K− = K+ = {eiθ}, therefore j, k ∈ N(K±), so we see that the above maps are

well-defined diffeomorphisms that leave invariant the Sp(1)-orbits and act on them

via conjugation, that is, the restrictions of φj and φk to G(γ(r)) ∼= G/H = Sp(1)/Zn

are given by φj(gH) = −jgjH and φk(gH) = −kgkH; recall that j, k ∈ N(H).

Proposition 5.1.7. The maps φj and φk fix the geodesic γ(r) pointwise and their

linearizations at any such point are the linear transformations on Tγ(r)Mn with

matrices (φj)∗ = diag(1,−1, 1,−1) and (φk)∗ = diag(1,−1,−1, 1) with respect to

the frame
{
∂
∂r
, X∗1 , X

∗
2 , X

∗
3

}
.

Proof. Similar to the proof of Proposition 5.1.4.

Corollary 5.1.8. For any metric of the form 5.0.1, each of φj and φk is an isometry

of the metric that fixes γ pointwise.

Proof. Given any p ∈ Mn, there exist gp, g
′ ∈ Sp(1) such that gp · p lies in γ and

φj(gp · p) = (g′)−1φj(p), so one may write φj(p) = g′ · φj(gp · p) as a composition of

diffeomorphisms whose linearizations are isometric, and analogously for φk.

It thus follows that φj and φk are isometries of (Mn, gGZ).

Proposition 5.1.9. Any metric g on Mn that is invariant under Sp(1) and φj and

φk is of the form 5.0.1 along γ.
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Proof. Using φj and φk, one can produce sufficiently many isometries of (Mn, g) so

that an argument analogous to (5.1.3) may be carried out.

Remark 5.1.10. When we make reference to the Grove-Ziller metric on S2 × S2

or CP 2#CP 2, we mean a Grove-Ziller metric gGZ on any of the (infinitely many)

cohomogeneity manifolds Mn where n has the appropriate parity.

5.2 Evolution under Ricci flow

In this section, we analyze the Ricci flow evolution of the cohomogeneity one 4-

manifolds with sec ≥ 0 discussed above, showing that they remain diagonal under

the flow (Proposition 5.2.1), and proving Theorem A.

5.2.1 Flow behavior

As mentioned in the introduction, the isometry group of (M, gt) remains constant.

In particular, cohomogeneity one metrics evolve via Ricci flow through other metrics

invariant under the same cohomogeneity one action. Nevertheless, the horizontal

geodesic γ joining the singular orbits, and hence the description (2.2.1) of the co-

homogeneity one metric, may in general change with time. We now show that this

is not the case for the Grove-Ziller metrics in the 4-dimensional examples discussed

above, using their additional isometries.

Proposition 5.2.1. The Ricci flow evolution g(t) of the metric gGZ = g(0) on each
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of S4, CP 2, S2 × S2, and CP 2#CP 2, is through other diagonal metrics

g(t) = h(r, t)2dr2 + f1(r, t)2ω2
1 + f2(r, t)2ω2

2 + f3(r, t)2ω2
3, 0 < r < L, (5.2.1)

along the gGZ-geodesic γ(r), where h, f1, f2, and f3, are smooth functions of r and

t.

Proof. The metric gGZ is a diagonal metric of the form (5.0.1), and γ(r) is a gGZ-

geodesic parametrized by arclength. Since isometries are preserved, the Ricci flow

evolution of gGZ is through metrics g(t) which are invariant under the G-action as

well as under (5.1.5) on CP 2 and (5.1.6) on S2×S2 and CP 2#CP 2, since these are

isometries of the initial metric gGZ. As discussed in Subsections 5.1.1, 5.1.2, and

5.1.3, by means of these isometries, the frame
{
∂
∂r
, X∗1 , X

∗
2 , X

∗
3

}
along γ(r) must

be g(t)-orthogonal. In particular, g(t) are diagonal cohomogeneity one metrics of

the form (5.2.1) along γ(r), which is g(t)-orthogonal to the G-orbits and hence a

horizontal g(t)-geodesic (up to reparametrization).

Remark 5.2.2. The Grove-Ziller metric gGZ is smooth but not real-analytic, as there

are points where all derivatives of f1, f2, and f3 vanish, but these functions are not

globally constant. However, the metrics g(t), t > 0, are real-analytic by Bando [3].

Moreover, since real-analyticity is preserved under Ricci flow, there does not exist

a solution to the backwards Ricci flow with gGZ as terminal condition.

Proposition 5.2.3. Let (M, g) be a 4-manifold with a cohomogeneity one action
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of a Lie group G whose Lie algebra is isomorphic to su(2). Assume that g is a

diagonal metric of the form (5.0.1) and that its Ricci flow evolution g(t) is through

other diagonal metrics, as in (5.2.1). Then the functions h(r, t), f1(r, t), f2(r, t),

and f3(r, t) satisfy the degenerate parabolic system of partial differential equations

ht = −
(
f1r

f1

+
f2r

f2

+
f3r

f3

)
hr
h2

+

(
f1rr

f1

+
f2rr

f2

+
f3rr

f3

)
1

h

f1t =
1

h2
f1rr +

1

hf2f3

(
f2f3

h

)
r

f1r −
2

f 2
2 f

2
3

f 3
1 +

2(f 2
2 − f 2

3 )2

f 2
2 f

2
3

1

f1

f2t =
1

h2
f2rr +

1

hf1f3

(
f1f3

h

)
r

f2r −
2

f 2
1 f

2
3

f 3
2 +

2(f 2
1 − f 2

3 )2

f 2
1 f

2
3

1

f2

f3t =
1

h2
f3rr +

1

hf1f2

(
f1f2

h

)
r

f3r −
2

f 2
1 f

2
2

f 3
3 +

2(f 2
1 − f 2

2 )2

f 2
1 f

2
2

1

f3

(5.2.2)

where subscripts denote derivative with respect to that variable.

Proof. Follows directly from Proposition 4.0.2, using the structure constants of

su(2).

5.2.2 Curvature evolution

We are now ready to analyze the evolution of sectional curvatures of gGZ under

Ricci flow, proving Theorem A.

Proof of Theorem A. Let M be any of the cohomogeneity one 4-manifolds discussed

above, and equip it with the Grove-Ziller metric gGZ. By Propositions 5.2.1 and

5.2.3, the Ricci flow evolution of g(0) = gGZ is through other diagonal metrics of

the form (5.2.1), satisfying (5.2.2).
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The initial metric g(0) is such that, near each singular orbit B±, the two func-

tions among f1, f2, and f3 corresponding to the two noncollapsing directions among

X∗1 , X∗2 , and X∗3 are equal and constant. Up to relabelling, assume these are X∗2

and X∗3 near B−, so that

f2(r, 0) = f3(r, 0) = const. > 0, for all 0 < r < ε, (5.2.3)

while f1(0, t) = 0 for all t ≥ 0. Fix 0 < r0 < ε and let σ ⊂ Tγ(r0)M be the tangent

plane spanned by ∂
∂r

and X∗3 . The sectional curvature of σ is given by

secg(t)(σ) = −f
′′
3

f3

= − 1

f3h

(
f3r

h

)
r

=
f3rhr
f3h3

− f3rr

f3h2

computed at r = r0. As a consequence of (5.2.3), this plane σ is flat (i.e. secg(t)(σ) =

0) at time t = 0. Moreover, as h(r, 0) ≡ 1, we have that

d

dt
secg(t)(σ)

∣∣∣
t=0

= −f3rrt

f3

∣∣∣
r=r0,t=0

. (5.2.4)

The right hand side of the equation for f3 in (5.2.2) simplifies due to (5.2.3),

yielding

f3t

∣∣
t=0

=
2(f 2

2 − f 2
1 )2 − 2f 4

3

f3f 2
2 f

2
1

, 0 < r < ε.
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Differentiating the above expression in r twice and using (5.2.3) once more, we have

f3rrt

∣∣
r=r0,t=0

=
4(f1

2
r + f1rrf1)

f 3
3

∣∣∣
r=r0,t=0

.

By the smoothness conditions for a cohomogeneity one metric (in particular, see

3.2.1), f1r = ah for some positive integer a at r = 0 and f1 must be an odd function

of r; in particular, f1rr(0, t) = 0. Also since h(r, 0) ≡ 1, for small enough times

t > 0, h(r, t) > 0, bounded away from 0. Therefore, up to choosing an even smaller

0 < r0 < ε, we have f1
2
r(r0, 0) > 0, while both f1(r0, 0) and f1rr(r0, 0) are arbitrarily

close to 0. It hence follows that (5.2.4) is strictly negative, so secg(t)(σ) < 0 for all

t > 0 sufficiently small, concluding the proof.
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Chapter 6

A strategy to prove Conjecture C

In the proof of Theorem A it was crucial to ascertain that the evolving metric does

indeed remain diagonal in the same basis as the initial metric. It was possible to

prove it in that situation with the help of additional symmetries, which may not be

available in general. In this Chapter we present a strategy to prove Conjecture C

(which addresses the question of whether a diagonal metric remains diagonal under

the Ricci flow) along with partial results in support of the conjecture and strategy.

Let g0 be an invariant metric on the cohomogeneity one manifold (M,G), that

is diagonal in the basis B = { ∂
∂r
, X∗1 , · · · , X∗m} along a minimal geodesic γ(r). Let

h0(r), f 0
1 (r), · · · , f 0

m(r) be the components of g0 in the basis B. Assume that the

basis B is stably Ricci diagonal.

Proposition 6.0.1. The following two statements are equivalent:

1. There exists a solution h(r, t), f1(r, t), · · · , fm(r, t) to the coupled degenerate
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parabolic PDE system 4.0.1 subject to the boundary conditions at r = 0 and

r = L that are determined by Theorem 3.2.1 and initial condition h(r, 0) =

h0(r) and fi(r, 0) = f 0
i (r) for i = 1, · · · ,m.

2. There is a C2 metric g(t) that evolves by the Ricci flow equation 1.0.1 and is

diagonal in the basis B for each t.

Proof. Assume Statement 1 holds, that is, there exists a T > 0 and functions

h, f1, · · · , fm : (0, L)× [0, T )→ R that satisfy the PDE system 4.0.1 as well as the

boundary conditions determined by Theorem 3.2.1. Define a diagonal metric g(t)

on M \B± via the formula

g(r, t) = h(r, t)2dr2 +
m∑
i=1

fi(r, t)
2ω2

i , r ∈ (0, L) (6.0.1)

Since h(r, t), fi(r, t) satisfy the correct boundary conditions at r = 0 and r = L,

hence g(t) extends to a C2 metric on M . Therefore g(t) is a C2 metric on M that

satisfies the Ricci flow equation. By uniqueness of solutions to the Ricci flow, g(t)

must be the solution to the Ricci flow, that is, Statement 2 holds.

Conversely, suppose that Statement 2 holds. Since g is C2, hence it must satisfy

the conditions determined by Theorem 3.2.1. Additionally, by Proposition 4.0.2,

the components of g will satisfy the PDE system 4.0.1. Therefore Statement 1

holds.

Thus the question of whether a diagonal metric flows through diagonal met-
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rics (assuming the necessary condition that the basis is stably Ricci diagonal) is

rephrased as a question of existence of solutions to an initial boundary value prob-

lem (IBVP) for a coupled PDE system. However, the boundary conditions specified

by Theorem 3.2.1 are more than the number of functions appearing in the coupled

PDEs. In other words, the IBVP is overdetermined. Additionally, the PDE system

is only degenerate parabolic (notice that the equation ht = · · · contains no hrr

term).

A possible strategy to overcome these difficulties is the following. Instead of

looking for existence of solutions to the Ricci flow PDE system 4.0.1, study a related

strictly parabolic PDE system, coming from the Ricci-DeTurck flow (see Section 6.2

below). Prove existence of solutions to this strictly parabolic PDE system subject

to a restricted set of boundary conditions that makes the problem well-posed. Use

this solution to the Ricci-DeTurck PDE system to obtain solutions to the Ricci flow

PDE system under a restricted set of boundary conditions. Finally, prove that the

remaining boundary conditions for a C2 metric can be recovered with the help of

the PDE. In the remainder of this chapter we will assume that we are in the setting

of codimension two singular orbits and a nice basis B.
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6.1 Recovery of boundary conditions from a sub-

set

In this section we will first describe a choice of subset of boundary conditions at

a singular orbit. We will show that from this subset of boundary conditions, the

remaining conditions for the metric to be C2, can be recovered with the help of the

PDEs 4.0.1. At the singular orbit corresponding to r = 0 we select the following

mixture of C0 and C1 conditions, coming from invariance under the K−-action (see

Chapter 3):

f1(0, t) = 0

fi
′(0, t) = 0 for each trivial module `i = span{Xi} in m

fj(0, t)− fk(0, t) = 0

fj
′(0, t) + fk

′(0, t) = 0

 for each 2-dimensional module `i′ = span{Xj, Xk}

(6.1.1)

The subset of boundary conditions at r = L will be chosen analogously, using the

smoothness conditions corresponding to K+.

Observe that this yields a total of dim(M) −1 boundary conditions at each

boundary point. It is important to note that this does not cover the full list of

conditions required for the metric to be C2. However we will show below that if

there exists a solution to the PDE system 4.0.1 which at a singular orbit satisfies

conditions of the form 6.1.1, then in fact that solution must actually satisfy all of
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the conditions required to be a C2 cohomogeneity one metric on the manifold. The

main result of this section is the following:

Theorem 6.1.1. Let (M,G) be a cohomogeneity one manifold with codimension two

singular orbits, and B a nice basis along a transverse curve γ in M that parametrizes

the orbit space. Let g be a metric on M \B± defined by 6.0.1 and satisfying the PDE

system 4.0.1 and the boundary conditions 6.1.1. Assume also that the functions

h(r, t), fi(r, t) ∈ C3,1([0, L] × [0, T )). Then g defines a C2 diagonal metric on M

evolving by the Ricci flow.

Proof. By Theorem 3.2.1 of Chapter 3, in order that 6.0.1 define a C2 cohomogeneity

one metric, the following additional boundary conditions need to be satisfied.

f ′′1 (0, t) = 0

(f ′1)t(0, t) = 0

f ′j(0, t)− f ′k(0, t) = 0 when q 6= 1

f ′′j (0, t)− f ′′k (0, t) = 0 when q 6= 2

Recall that prime (′) means derivative with respect to arclength along γ. By Lemma

6.1.2 and Corollary 6.1.3 below, these conditions can indeed be recovered from the

boundary conditions 6.1.1 and the PDE system 4.0.1.

Now we will prove the technical result needed in the proof of the above theorem.
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Lemma 6.1.2. Let g(t) be a diagonal cohomogeneity one metric satisfying the sys-

tem 4.0.1 subject to the boundary conditions 6.1.1. Then the following are true at a

singular orbit (r = 0):

1. f ′′1 (0) = 0.

2. f ′j(0)(f ′1(0)2 − 4γ1
jk

2
) = 0 for each pair j, k such that {Xj, Xk} span a 2D

module li for the adjoint action of L on m.

3. f ′1t(0) = 0.

4. f ′′j (0) − f ′′k (0) = 0 for each pair j, k such that {Xj, Xk} span a 2D module li

for the adjoint action of L on m and qi 6= 2.

Proof. From the Ricci flow coupled PDEs, and regularity of f1 up to the boundary,

it follows that the right hand side of each equation in 4.0.1 has a well-defined limit

as r approaches 0.

1. We have

f1t = f ′′1 + f ′1
∑
l 6=1

dl
f ′l
fl
− f 3

1

4

∑
j,k 6=1

(γ1
jk)

2

f 2
j f

2
k

+
1

f1

∑
j,k 6=1

(f 2
j − f 2

k )2

f 2
j f

2
k

(γ1
jk)

2

= f ′′1 + f ′1
∑
i∈I1

dl
f ′i
fi

+ f ′1
∑
{j,k}∈I2

(f ′jfk + fjf
′
k)

fjfk
− f 3

1

4

∑
j,k 6=1

(γ1
jk)

2

f 2
j f

2
k

+
1

f1

∑
{j,k}∈I2

(f 2
j − f 2

k )2

f 2
j f

2
k

(γ1
jk)

2

where I1 is the set of all indices i such that Xi spans a 1-dimensional module
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and I2 denotes the set of all pairs of indices {j, k} such that {Xj, Xk} span a

2-dimensional module for the action of L on m.

At r = 0, f1(t) = 0 for all t, and so f1t(r = 0) = 0 for all t. Substitut-

ing the known boundary conditions (f1 = 0, f ′i = 0 ∀i ∈ I1, fj = fk, f
′
j =

−f ′k ∀{j, k} ∈ I2) at r = 0 in the above equation, we see that at r = 0,

0 = f ′′1 + f ′1 · 0 + f ′1 · 0− 0 +
∑
{j,k}∈I2

(f 2
j − f 2

k )2

f1f 2
j f

2
k

(γ1
jk)

2

In each term in the last sum, the denominator vanishes to first order at r = 0

whereas the numerator vanishes to second order, implying that the last term

is zero as well. We conclude that f ′′1 (r = 0) = 0.

2. In the PDE fjt = · · · , the left hand side is well-defined at r = 0 by regularity

of the solution to the PDE system. Therefore the right hand side must be

well-defined as well. The right hand side of the equation has the following

terms that have denominators that vanish at r = 0:

−1

2

∑
l

(f 4
j − f 4

l )

fjf 2
l f

2
1

γ1
jl

2
+
f ′jf

′
1

f1

In fact the only non-zero term in the above sum is the one where l = k.

Incorporating this observation and then rewriting the terms to have a common
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denominator results in the expression

−(f 4
j − f 4

k )γ1
jk

2
+ 2f ′jf

′
1f1fjf

2
k

2f 2
1 fjf

2
k

Since the denominator vanishes to second order at r = 0 but the term must

nonetheless have a well-defined limit at r = 0, we must have that the nu-

merator also vanishes to (at least) second order. Therefore, if we compute

the derivative of the numerator and evaluate it at r = 0 using the known

boundary conditions, we obtain:

2f 3
j f
′
j(−4γ1

jk
2

+ f ′21 ) = 0

Then the claim follows since fj(0) 6= 0.

3. By definition, (f ′1)t = (f1s)t = f1rth−f1rht
h2 . We will compute the right hand

side of this equation by using the Ricci flow coupled PDEs. Firstly, using the

equation ht = · · · , we see that

f1rht
h2

=
f1r

h2

∑
j

(
fjrr
hfj
−
fjrhr
h2fj

)

= f ′1

m∑
j=1

f ′′j
fj

Evaluating this at r = 0 using the known boundary conditions (including

f ′′1 (r = 0) = 0 which we have proved in Part 1 of this proposition) and
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L’Hôpital’s rule, we see that

f1rht
h2

(r = 0) = f ′′′1 + f ′1
∑
j 6=1

f ′′j
fj

On the other hand,

(f1t)r
h

= (f1t)
′ = f ′′′1 + f ′′1

∑
j 6=1

f ′j
fj

+ f ′1
∑
j 6=1

f ′′j
fj
− f ′1

∑
j 6=1

f ′2j
f 2
j

−

(
m∑

j,k=1

f 4
1 − 2f 4

k

4f1f 2
j f

2
k

γ1
jk

2

)′

From which we see that at r = 0,

(f1s)t =
1

2

∑
{j,k}

γ1
jk

2
{

4(f 2
j − f 2

k )(fjf
′
j − fkf ′k)

f1f 2
j f

2
k

−
(f 2
j − f 2

k )f ′1
f 2

1 f
2
j f

2
k

}
− f ′1

∑
j 6=1

f ′2j
f 2
j

=
1

2

∑
{j,k}

γ1
jk

2
{

4(f 2
j − f 2

k )(fjf
′
j − fkf ′k)

f1f 2
j f

2
k

−
(f 2
j − f 2

k )f ′1
f 2

1 f
2
j f

2
k

}

− f ′1
∑
{j,k}

{
f ′2j
f 2
j

+
f ′2k
f 2
k

}

Evaluating at r = 0 using the known boundary conditions and L’Hôpital’s

rule yields:

(f1s)t = 2
∑
{j,k}

[4γ1
jk

2 − f ′21 ]f ′2j
f ′1f

2
j

By part 2 of this proposition, each term in the sum has numerator zero, which
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completes the proof.

4. From the Ricci flow equations 4.0.1 we have

(fj − fk)t = f ′′j − f ′′k + (f ′j − f ′k)
∑
l

f ′l
fl
−
f 3
j

4

∑
α,β

(γjαβ)2

f 2
αf

2
β

+
f 3
k

4

∑
α,β

(γkαβ)2

f 2
αf

2
β

+
1

2fj

∑
α,β

(f 2
α − f 2

β)2

f 2
αf

2
β

(γjαβ)2 − 1

2fk

∑
α,β

(f 2
α − f 2

β)2

f 2
αf

2
β

(γkαβ)2

Using the boundary conditions to evaluate both at r = 0 and simplifying this

expression with the help of L’Hôpital’s rule ultimately yields f ′′j (0)−f ′′k (0) = 0.

Corollary 6.1.3. When a 6= 2γ1
jk, i.e. when q 6= 1, f ′j(0) = 0 and hence f ′k(0) = 0

so trivially f ′j(0)− f ′k(0) = 0.

Proof. Follows easily by Parts 2 and 3 of the above Lemma, since at t = 0, f ′1(r =

0) = a.

6.2 The Ricci-DeTurck flow for a cohomogeneity

one manifold

In this Section we describe a strictly parabolic PDE system such that existence of

solutions with sufficient regularity will imply existence of solutions for the Ricci flow

PDE system. First, let us briefly recall the DeTurck trick in the setting of existence
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for the Ricci flow on closed manifolds. This is the technique used by DeTurck in

[11] to provide a much simpler proof of short term existence for the Ricci flow on

closed manifolds, as compared with Hamilton’s original proof in [19] which relied on

the Nash-Moser inverse function theorem. The Ricci-DeTurck flow is the geometric

PDE for an evolving metric ḡ(t)

∂ḡ

∂t
= −2 Ric(ḡ) + LW ḡ

ḡ|t=0 = g0

(6.2.1)

Here W = W ḡ,ĝ(p) is a time-dependent vector field on M given in coordinates by

W k = ḡpq(Γ
k

pq − Γ̂kpq) (6.2.2)

where ĝ is a fixed background metric on the manifold. Denote by Φ(p, t) the flow

of the vector field −W ,

∂Φ(p, τ)

∂τ

∣∣
τ=0

= −W (p)

Φ(p, 0) = p

(6.2.3)

and define a metric g on M by

g = Φ∗ḡ. (6.2.4)

Then the metric g satisfies the Ricci flow equation 1.0.1. On the other hand, the flow

equation 6.2.1 is strictly parabolic, so standard theorems for existence of solutions

to parabolic PDEs on closed manifolds yield existence for 6.2.1, while Equation 6.2.3
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is an ODE. Thus existence for 1.0.1 is equivalent to existence for the PDE-ODE

system 6.2.1, 6.2.3.

We will implement this strategy of converting to a PDE-ODE system in our

context, i.e. a degenerate parabolic PDE system with boundary conditions. See

[13], [34], where this is done in the context of Ricci flow on manifolds with boundary.

Now we will derive the (strictly parabolic) coupled PDE system that describes

the Ricci-DeTurck flow on the cohomogeneity one manifold M , assuming the flow

to be through diagonal metrics. That is, we assume that the evolving metric is of

the form:

ḡ(r, t) = h̄(r, t)2dr2 +
∑
i

f̄i(r, t)
2ω2

i

We will also select the fixed background metric ĝ to be diagonal:

ĝ(r) = ĥ(r)2dr2 +
m∑
i=1

f̂i(r)
2ω2

i

We will assume that in the metric ĝ, r is an arclength parametrization of γ, i.e.

ĥ(r) = 1 for each r ∈ [0, L].

Proposition 6.2.1. In the setting of diagonal cohomogeneity one metrics, the vec-

tor field W has the following expression at points of γ:

W =

[
1

h̄2

(
h̄r
h̄
− ĥr

ĥ

)
+
∑
i

1

f̄i
2

(
− f̄if̄ir

h̄2
+
f̂if̂ir

ĥ2

)]
∂

∂r
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Proof. We need to compute the Christoffel symbols of the metric at points on γ.

Note that the expression ḡpq(Γ
k

pq − Γ̂kpq) is tensorial in its coordinates so we can

use the basis { ∂
∂r
, X∗1 , · · · , X∗m} for computing it, even though it is not a frame

of coordinate vector fields. The symbols Γ
k

pq and Γ̂kpq appearing below should be

understood to be with respect to the above basis, not a coordinate frame. The

index 0 corresponds to ∂
∂r

.

Implicit in the assumption that ḡ is diagonal, is the assumption that under

the flow, γ remains orthogonal to the orbits. Hence upto reparametrizing, γ is a

geodesic. Denote its unit tangent vector by T . We have:

0 = ∇TT = ∇ 1
h̄
∂
∂r

(
1

h̄

∂

∂r

)
=⇒ 0 = ∇ ∂

∂r

(
1

h̄

∂

∂r

)
=

1

h̄
∇ ∂

∂r

∂

∂r
+

(
− h̄r
h̄2

)
∂

∂r

=⇒ ∇ ∂
∂r

∂

∂r
=

(
h̄r
h̄

)
∂

∂r

From this we can read off the Christoffel symbols Γ̄0
00 = h̄r

h̄
and Γ̄i00 = 0 for i 6= 0.

Similarly, Γ̂0
00 = ĥr

ĥ
and Γ̂i00 = 0 for i 6= 0.

Observe that

∇XiXi = ∇r
Xi
Xi + gr(SrXi, Xi)T
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For the first term, we have:

∇r
Xi
Xi = −1

2
[Xi, Xi]n + U(Xi, Xi) = 0 + U(Xi, Xi) = P−1

r B+(Xi, Xi)

= P−1
r

1

2
([Xi, PrXi]− [PrXi, Xi]) = P−1

r [Xi, PrXi] = P−1
r 0 = 0

For the second term, first recall that T = 1
h̄
∂
∂r

. Next, recall that

SrXi = −1

2
P−1
r P ′rXi = − f̄i

′

f̄i
Xi

Here prime (′) means derivative with respect to the arclength parameter along γ,

so we obtain

SrXi = − f̄ir
h̄f̄i

Xi

=⇒ gr(SrXi, Xi) = − f̄ir
h̄f̄i

f̄i
2

= − f̄if̄ir
h̄

As a result,

∇XiXi = − f̄if̄ir
h̄2

∂

∂r

and therefore Γ̄0
ii = − f̄if̄ir

h̄2 and Γ̄jii = 0 for j > 0. Similarly Γ̂0
ii = − f̂if̄ir

ĥ2
and Γ̂jii = 0

for j > 0. Substituting the expressions for the metric and the Christoffel symbols

into the formula 6.2.2 completes the proof.

64



The vector field derived above is of the form W (r) = F (r) ∂
∂r

= F ḡ,ĝ(r) ∂
∂r

. Note

also that the vector field W derived above differs slightly from the one used in [34].

In writing the definitions we have emphasized the dependence of F and W on the

metrics ḡ and ĝ, but in the interest of compactness of notation we will often supress

the superscript {ḡ, ĝ} except where needed. In terms of geometry, since W is a

multiple of the vector field ∂
∂r

, hence the flow Φ takes G-orbits to G-orbits. Hence

on the principal part M \B±, Φ is given by

Φ(t) : G/H× (0, L)→ G/H× (0, L)

(gH, r) 7−→ (gH, φ(r, t)).

In other words, Φ is essentially a (time-dependent) reparametrization of the inter-

val (0, L) by the function φ. By 6.2.3, we want φ to satisfy the ODE φt(r, t) =

−F (ρ, t)
∣∣
ρ=φ(r,t)

. That is,

φt(r, t) = −

(
1

h̄(ρ, t)2

(
h̄ρ(ρ, t)

h̄(ρ, t)
− ĥρ(ρ)

ĥ(ρ)

)

+
∑
i

1

f̄i(ρ, t)2

(
−
f̄i(ρ, t)f̄iρ(ρ, t)

h̄(ρ, t)2
+
f̂i(ρ)f̂iρ(ρ)

ĥ(ρ)2

))∣∣
ρ=φ(r,t)

(6.2.5)

with the initial condition φ(r, 0) = r. When we set up the Ricci-DeTurck flow PDE
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system below, it makes sense geometrically to have boundary conditions that ensure

φ(0, t) = 0 and φ(L, t) = L (6.2.6)

so that the flow Φ will keep the singular orbits fixed. In other words, the boundary

conditions should yield φt|r=0 = 0, φt|r=L = 0.

Proposition 6.2.2. Let ḡ(r, t) be a family of diagonal cohomogeneity one metrics

evolving via the Ricci-DeTurck flow. Then ḡ satisfies the equations:

h̄t =
−1

h̄
Ric

(
∂

∂r
,
∂

∂r

)
+ h̄

(
Fr + F

h̄r
h̄

)
f̄it =

−1

f̄i
Ric (X∗i , X

∗
i ) + F f̄ir

Proof. We just need to compute LW ḡ in terms of F . Using W = F ∂
∂r

, we see that

LW ḡ

(
∂

∂r
,
∂

∂r

)
= 2ḡ

(
∇ ∂

∂r
W,

∂

∂r

)
= 2h̄2

(
Fr + F

h̄r
h̄

)

For the directions tangent to the orbits, since [W,X∗i ] = 0, we obtain

LW ḡ (X∗i , X
∗
i ) = W (ḡ(X∗i , X

∗
i ))− 2ḡ([W,X∗i ], X∗i ) = W (ḡ(X∗i , X

∗
i ))

= F
∂

∂r

(
f̄i

2
)

= 2F f̄if̄ir
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Thus we have

ḡt = 2h̄h̄tdr
2 +

m∑
i=1

2f̄if̄itω
2
i ,

Ricḡ = Ric

(
∂

∂r
,
∂

∂r

)
dr2 +

m∑
i=1

Ric (X∗i , X
∗
i )ω2

i ,

LW ḡ = 2h̄2

(
Fr + F

h̄r
h̄

)
dr2 +

m∑
i=1

2F f̄if̄irω
2
i

Substituting the above equations into equation 6.2.1 and comparing coefficients

yields the result.

Then Proposition 6.2.2 and Proposition 4.0.1 together imply the following ex-

plicit form for the Ricci-DeTurck equations, assuming the evolution to be through

diagonal metrics, see also [34].

Proposition 6.2.3. Suppose ḡ(t) is a time dependent diagonal cohomogeneity one

metric on M , evolving by the Ricci-DeTurck flow. Then the components of ḡ satisfy

the following (strictly parabolic) system of PDEs:

h̄t =
h̄rr
h̄2
− 2h̄2

r

h̄3
+

m∑
j=1

f̄j
2

r

h̄f̄j
2 + h̄r

(
m∑
j=1

f̂j f̂jr

f̄j
2
ĥ2

+
ĥr

h̄ĥ

)
− 2

m∑
j=1

f̂j f̂jrh̄

f̄j
3
ĥ2

f̄jr

+ h̄
m∑
j=1

1

f̄j
2

(
f̂j

2

r

ĥ2
+
f̂j f̂jrr

f̄j
2
ĥ2
−

2f̂j f̂jrĥr

f̄j
2
ĥ3

)
− ĥrr

h̄ĥ
+

ĥ2
r

h̄2ĥ2

f̄it =
f̄irr
h̄2
− f̄i

2
r

h̄2f̄i
− f̄irĥr

h̄2ĥ
+
f̄ir

ĥ2

m∑
j=1

f̂j f̂jr

f̄j
2 −

m∑
j,k=1

f̄i
4 − 2f̄k

4

4f̄if̄j
2
f̄k

2 γ
i
jk

2
+

bi
2f̄i

r ∈ (0, 1), i = 1, · · · , m

(6.2.7)
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Thus, the PDE-ODE system 6.2.1, 6.2.3 is rephrased as 6.2.7, 6.2.5 in the coho-

mogeneity one setting. Since the vector field W is radial, one sees that the pullback

equation 6.2.4 yields:

h(r, t) = φr(r, t)h̄(φ(r, t), t)

fi(r, t) = f̄i(φ(r, t), t)

(6.2.8)

In other words, if h̄, f̄i satisfy the PDE system 6.2.7 then h, fi defined by 6.2.8 will

satisfy the Ricci flow coupled PDE system 4.0.1. Further, Theorem 6.1.1 coupled

with 6.2.8 suggests that we should augment the PDE system 6.2.7 with boundary

conditions at a singular orbit given by

f̄1(0, t) = 0

f̄ir(0, t) = 0 for each trivial module `i = span{Xi} in m

f̄j(0, t)− f̄k(0, t) = 0

f̄jr(0, t) + f̄kr(0, t) = 0

 for each 2-dimensional module `i′ = span{Xj, Xk}

(6.2.9)

The reason for this choice of boundary conditions is as follows:

Proposition 6.2.4. Suppose that h̄, f̄i satisfy the Ricci-DeTurck flow PDE system

6.2.7 and the conditions defined by 6.2.9 at the boundary points r = 0, r = L.

Also assume that 6.2.6 holds. Then the functions h, fi defined by 6.2.8 satisfy the

Ricci flow coupled PDE system 4.0.1 and the boundary conditions defined by 6.1.1

at r = 0 and r = L.
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Proof. By 6.2.8 and 6.2.6 it is clear that f̄1(0, t) = 0 if and only if f1(0, t) = 0.

Further, it is a simple computation to see that

fir(r, t) = φr(r, t) · f̄ir(φ(r, t), t)

This (along with 6.2.6) implies that if f̄ir(0, t) = 0 then fir(0, t) = 0. In addition,

we also obtain

fjr(0, t) + fkr(0, t) = φr(0, t)(f̄jr(0, t) + f̄kr(0, t))

so that f̄jr(0, t) + f̄kr(0, t) = 0 implies fjr(0, t) + fkr(0, t) = 0. The argument at

r = L is the same, up to the relevant reordering of indices according to the K+

action.

Thus the problem has now been reduced to the following. Firstly, solving

the strictly parabolic PDE system 6.2.7 subject to the linearly independent set

of boundary conditions defined at r = 0 (and analogously at r = L) through 6.2.9,

and obtaining a solution that is sufficiently differentiable up to the boundary of

[0, L] × [0, T ). In order to make this problem well-posed, we need also to select a

boundary condition corresponding to the function h̄(r, t). One also needs to show

that a solution to this problem will satisfy 6.2.6.

Thereafter, Theorem 6.1.1 implies that the metric defined through 6.2.8 is a C2

metric on M . By Proposition 6.0.1 this will complete the proof that the Ricci flow
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is through diagonal metrics.

6.3 Solving the Ricci-DeTurck flow IBVP

The Ricci-DeTurck flow PDE system 6.2.7 is a non-linear parabolic PDE system.

In the papers [13] and [34], the authors address the existence question for the flow

on manifolds with boundary. The strategy suggested through those papers (see also

[38]) is to use the nonlinear problem to create a linear problem Lv for each candidate

metric v(r, t) in a suitable function space. The existence theory for linear parabolic

PDEs and systems with boundary conditions developed in the references [36], [24]

and [33] then yield a solution u(r, t) to the linear problem. Then, it is proved that

the map v 7→ u has a fixed point in a suitable subset of the function space. This

fixed point u(r, t) must therefore be a solution to the original nonlinear problem.

Theorems from [24] are also used to obtain higher regularity of solutions up to the

boundary.

The major additional difficulty in our setting (arising out of the smoothness

conditions for a closed manifold) is that some of the lower order terms in 6.2.7

can blow up at the boundary of the spatial domain [0, L]. Specifically, those terms

that contain f̂1 or f̄1 in the denominator. As a result, when one sets up the linear

problem, the constant terms in the equation do not lie in the usual Lp spaces, so

one cannot proceed as in the above mentioned references. Tackling this question

is currently beyond the scope of this thesis, but appears to be a promising future
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direction, which could yield a method of completing the proof of Conjecture C in

the setting of a nice basis and codimension two singular orbits.
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[28] D. Máximo, On the blow-up of four-dimensional Ricci flow singularities, J.

Reine Angew. Math., 692 (2014), 153–171.

[29] L. Ni, Ricci flow and nonnegativity of sectional curvature, Math. Res. Lett.,

11 (2004), 883–904.

[30] J. Parker, 4-dimensional G-manifolds with 3-dimensional orbits, Pacific J.

Math., 125 (1986), 187–204.

[31] T. Payne, The Ricci flow for nilmanifolds, J. Mod. Dyn. 4 (2010), no. 1, 6590.

75



[32] G. Perelman, The entropy formula for the Ricci flow and its geometric ap-

plications, arXiv:math.DG/0211159.

[33] A. Pulemotov, Quasilinear parabolic equations and the Ricci flow on mani-

folds with boundary, J. Reine Angew. Math. 683 (2013), 97118.

[34] A. Pulemotov, The Ricci flow on domains in cohomogeneity one manifolds,

J. Math. Anal. Appl. 456 (2017), no. 2, 745–766.

[35] M. Simon, A class of Riemannian manifolds that pinch when evolved by Ricci

flow, Manuscripta Math. 101 (2000), no. 1, 89114.

[36] V. A. Solonnikov, On boundary value problems for linear parabolic systems

of differential equations of general form, Trudy Mat. Inst. Steklov. 83 (1965),

3-163.

[37] L. Verdiani and W. Ziller, Smoothness conditions in Cohomogeneity one

manifolds, preprint. https://arxiv.org/abs/1804.04680

[38] P. Weidemaier, Local existence for parabolic problems with fully nonlinear

boundary condition; an Lp approach, Ann. Mat. Pura Appl. (4) 160 (1991),

207-222.

[39] W. Ziller, On the geometry of cohomogeneity one manifolds with positive cur-

vature, Riemannian topology and geometric structures on manifolds, 233262,

Progr. Math., 271, Birkhuser Boston, Boston, MA, 2009.

76

https://arxiv.org/abs/1804.04680

	List of Tables
	Introduction
	Ricci flow and nonnegative curvature
	Ricci flow and symmetries
	Ricci flow on cohomogeneity one manifolds

	Cohomogeneity one manifolds
	Cohomogeneity one structure
	Invariant metrics
	Examples

	Smoothness conditions
	Smooth metrics
	C2 metrics

	The Ricci flow equation for a cohomogeneity one metric
	Proof of Theorem A
	The sec0 metrics
	Evolution under Ricci flow

	A strategy to prove Conjecture C
	Recovery of boundary conditions from a subset
	The Ricci-DeTurck flow for a cohomogeneity one manifold
	Solving the Ricci-DeTurck flow IBVP

	Bibliography

